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Abstract

While large-scale HPC systems are critical for expediting progress in many scien-

tific fields, exascale computing will face severe resilience challenges. Checkpoint-

restart is an important technology that large-scale applications continue to rely on

to make forward progress in the presence of failures.

Previous work in this domain has failed to address two key challenges: (a) sup-

port for transparent checkpointing of modern hardware accelerator-based HPC sys-

tems, such as those using GPUs and newer RDMA networks; and (b) reducing the

large I/O overhead that leads to reduced productivity and contention.

To address the first challenge, this dissertation presents a new transparent check-

pointing framework, based on split processes. The framework uses the hardware

virtual memory subsystem of the host CPU to decouple computation state from the

external subsystem context. This isolation between the application process and the

external subsystem context enables transparent checkpointing for two diverse, well-

known problems: checkpointing of modern CUDA-based programs; and transpar-

ent checkpointing of MPI applications, running over a variety of RDMA networks

and using different MPI implementations with a single code base.

To address the second challenge, this dissertation demonstrates that system reli-

ability and application resilience characteristics can be used to improve system (and

individual application) throughput and reduce the checkpointing I/O overhead.
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CHAPTER 1

Introduction

1.1 Overview

HPC systems are critical for progress for scientific fields that rely upon large-scale

simulations and data analysis, such as, energy, biotechnology, materials science,

and so on.

However, computing at the exascale will face severe resiliency challenges. As

the number of nodes increases, both hard and soft faults are expected to occur with

higher frequencies than previously seen.

Checkpoint-restart is, and is likely to remain, an important fault tolerance mech-

anism for current and future large-scale HPC systems. An application writes out

its important state every so often to preserve its current state to stable storage. In

case of a failure, or resource revocation, the application can restore its state from

the saved data on the storage system.

For reasons of performance and energy efficiency, modern large-scale HPC sys-

tems are rapidly adopting heterogeneous architectures for example, many-core ac-

celerators and GPUs. GPUs are thought to be one of the key enablers of future

exascale systems. Similar advances in networking technology has seen the advent

and usage of diverse interconnection networks, such as Cray’s GNI network, Infini-

Band, and Intel’s OmniPath.

Yet, enabling support for transparent checkpoint-restart for GPUs and newer

interconnection networks remains an open question.

1



CHAPTER 1. INTRODUCTION 2

Note also that the time spent in checkpointing is wasted time and resources

for an application, since it cannot do any real, useful work during the time it is

checkpointing. In fact, recent work shows that applications might spend up to

40% of their execution time simply doing checkpoint-restart ([31, 40, 54, 72]).

This also exerts a severe pressure on the shared I/O and network infrastructure and

bandwidth.

This thesis addresses the two challenges listed above: enabling transparent

checkpoint-restart for modern HPC applications using hardware accelerators such

as GPUs and a variety of RDMA networks; and improving system throughput and

reducing I/O overhead due to checkpointing.

A solution to the first problem relies on splitting the address space of an ap-

plication process into two: either through two processes, or through splitting the

address space of one process into two halves. This approach is applied to to two

diverse domains: transparent checkpointing for modern GPU applications; and a

transparent, MPI-agnostic, network-agnostic checkpoint-restart service for MPI-

based HPC applications.

A solution to the second problem exploits system reliability characteristics and

variation in application checkpointing overheads in order to intelligently schedule

large-scale HPC applications. This is shown to improve the system (and applica-

tion) throughput and reduce checkpointing I/O overhead.

1.2 Thesis Statement

In the past, transparent checkpointing has been analyzed as a single, monolithic

task. By splitting checkpointing into two loosely coupled tasks, greater perfor-

mance and more flexible architectures can be achieved. This is demonstrated through

proxy processes in the case of CUDA, through split processes in the case of MPI,

and through improvement of system throughput in the case where two jobs (a large

and small one) compete for resources on a single cluster.
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1.3 Contributions

This dissertation demonstrates progress in three closely related domains: checkpoint-

restart for modern CUDA (Chapter 4); transparent checkpoint-restart for MPI (Chap-

ter 5); and improved system throughput for large-scale HPC centers in the presence

of different HPC applications taking checkpoints (Chapter 6).

The first two contributions are based on a general framework for transparent

checkpointing using split processes, which enables isolating the access to the re-

source context from the application context. This reduces the problem of check-

pointing application processes interacting with non-reentrant external subsystems

to the trivial problem of checkpointing a single, isolated process.

The third contribution is based on insights about the variation in checkpointing

overheads of applications running in an HPC center and the failure recurrence be-

havior in the HPC center. These observations are combined to intelligently sched-

ule applications in order to improve the system throughput and to reduce the check-

pointing overhead on the backend storage.

1.3.1 Transparent Checkpointing for CUDA using Proxy

Processes

Unified Virtual Memory (UVM) was recently introduced on recent NVIDIA GPUs.

Through software and hardware support, UVM provides a coherent shared mem-

ory across the entire heterogeneous node, migrating data as appropriate. The older

CUDA programming style is akin to older large-memory UNIX applications which

used to directly load and unload memory segments before virtual memory be-

came available. Newer CUDA programs have started taking advantage of UVM

for the same reasons of superior programmability that UNIX applications long ago

switched to assuming the presence of virtual memory. Therefore, checkpointing of

UVM will become increasingly important, especially as NVIDIA CUDA continues

to gain wider popularity: 87 of the top 500 supercomputers in the latest listings are

GPU-accelerated, with a current trend of the number of GPU-based supercomput-
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ers on the list growing by ten each year.

This thesis demonstrates a new scalable checkpointing mechanism, CRUM

(Checkpoint-Restart for Unified Memory), for hybrid CUDA/MPI computations

across multiple computer nodes. CRUM supports a fast, forked checkpointing,

which mostly overlaps the CUDA computation with storage of the checkpoint im-

age in stable storage. CRUM uses a separate proxy process for isolating the CUDA

library from the application process, while using a novel shadow page synchroniza-

tion algorithm for propagating UVM pages across the two processes.

1.3.2 Transparent Checkpointing for MPI using Split Processes

Transparently checkpointing of MPI for fault tolerance and load balancing is a

long-standing problem in HPC. The problem has been complicated by the need

to provide checkpoint-restart services for all combinations of an MPI implementa-

tion over all network interconnects. This thesis presents a single solution based on

a single code base, MANA (MPI-Agnostic Network-Agnostic transparent check-

pointing), which works for all such combinations. The agnostic properties imply

that one can checkpoint an MPI application under one MPI implementation and

perhaps over TCP, and then restart under a second MPI implementation over Infini-

Band on a cluster with a different number of CPU cores per node. MANA is based

on the split process approach, which enables two separate programs to co-exist

within a single process with a single address space. This work also overcomes the

limitations of the two previous most widely used approaches to transparent check-

pointing, BLCR and DMTCP/InfiniBand, which require separate code bases for

each MPI implementation and/or underlying network API.
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1.3.3 Improving Large-scale HPC Throughput by Exploiting

Variations in Application Checkpointing Overheads and

System Reliability Behavior

Although checkpoint-restart mechanisms can keep scientific simulations moving

forward, writing and reading application state incurs large I/O overhead, which

impedes scientific productivity.

There have been numerous efforts to derive the optimal checkpointing interval

(OCI) for an application, given the mean time between failures and the applica-

tion’s checkpointing overhead [32, 147]. Essentially, OCI attempts to maximize

the amount of useful work done per failure for a given application. There have

been several other studies that propose further refinements to OCI estimates. How-

ever, previous work has not explored how to maximize the useful work done per

failure from the system’s point of view, where multiple applications with different

checkpointing overheads are available.

This work demonstrates a novel approach, Shiraz, to improve the system through-

put of a large-scale HPC system by leveraging variations in OCIs of HPC applica-

tions and knowledge of temporal characteristics of system failures. A novel vari-

ant of Shiraz, called Shiraz+, is also demonstrated. Shiraz+ reduces the overall

checkpointing overhead of the system while improving the system throughput and

maintaining individual application performance levels. Shiraz+ can help alleviate

the I/O pressure due to checkpointing on the storage backend and mitigate storage

contention, potentially improving the effective I/O performance for other applica-

tions running on the shared HPC system.

1.4 Organization of the Thesis

The rest of this thesis is organized as follows.

Chapter 2 provides a general background and literature review for the rest of

the chapters. (More specific literature review for the specific domains literature is
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covered in the corresponding chapters.)

Chapter 3 describes the general transparent checkpointing framework based on

the split-process approach. The problem of checkpointing HPC applications inter-

acting with non-reentrant external subsystems is also described in further detail.

Chapter 4 provides details of the checkpoint-restart framework for modern

CUDA-based applications. The chapter describes the challenges, the design of

the framework, and the limitations of the approach.

A transparent checkpointing framework for MPI-based HPC applications using

a variety of interconnection networks is described in Chapter 5.

Chapter 6 presents the solution for improving system throughput and reducing

the checkpointing overhead in large-scale HPC.

Chapter 7 presents the detailed evaluation results for the techniques described

in Chapters 4, 5, and 6.

Chapter 8 describes some of the new directions and possibilities opened up by

this thesis work.

Finally, Chapter 9 presents the conclusion.



CHAPTER 2

Background

2.1 Checkpointing for Fault Tolerance

Checkpoint-restart is the ability to save the state of a running process (or set of

processes) to stable storage and later, restore the state from stable storage. While

it’s traditionally been used as a fault-tolerance strategy, there are other use cases,

such as, debugging [47], accelerating process start-up times [46], and so on.

There are primarily three methodologies for implementing checkpoint-restart:

(a) application-level checkpointing; (b) system-level checkpointing; and (c) virtual

machine snapshotting.

Application-level Checkpointing With application-level checkpointing, the au-

thor of an application is responsible for identifying the key/relevant elements of

the application state to save in order to successfully restore the application after a

failure. On other other hand, system-level checkpointing offers the flexibility of

transparently saving all of the application process state, without any programmer

intervention.

While application-level checkpointing is considered to be more efficient than

system-level checkpointing, the application is restricted to taking a checkpoint at

certain "synchronization" points in the code. The synchronization points are often

at the "outer-most" loop for iterative applications, where the program stack is shal-

low. A major part of the reason is that this allows the program code in the inner

7
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loops to safely call into libraries that are not "checkpoint-able" and not worry about

identifying and capturing relevant state for a successful restart.

Note that this could potentially force the synchronization points to be far apart

in the application’s runtime. Given the current failure rates and projections for

future exascale systems, this would lead to severe degradation in the application and

system throughput because of a large amount of wasted work and re-computation.

System-level Checkpointing On the other hand, system-level checkpointing does

not require any modifications to the application. It does not suffer from the disad-

vantages of application-level checkpointing, viz., being able to checkpoint at fixed

synchronization points. However, system-level checkpointing can impose a signif-

icant checkpointing I/O overhead. Since the system software cannot determine the

important data structures of an application process, it is forced to save all of the

process memory. This degrades the throughput of an application (since it spends

significantly longer in checkpointing) and also exerts larger pressure on the shared

network and I/O back-end.

Virtual Machine Snapshotting This involves saving the state of an entire virtual

machine. This is the most general and the slowest of the three techniques. While

recent work has demonstrated the ability to checkpoint distributed computations

running on a network of virtual machines [49], the high checkpointing overhead

and performance jitter associated with virtualization has prevented the widespread

adaptation of virtual machines on HPC systems [2, 28, 67, 132, 133, 134].

2.2 System-level and Transparent Checkpointing

There are three widely used system-level checkpointing packages: (a) BLCR [58];

(b) CRIU [135]; and (c) DMTCP [7].

BLCR modifies the Linux kernel for checkpoint-restart of single-node applica-

tions. It requires the application processes to disconnect their network connections

at the time of checkpoint. Later, the connections need to be rebuilt when the appli-
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cation processes resume or restart from the checkpoint. While this is transparent

to the end-user application, the MPI library needs to implement this service for

disconnecting and rebuilding the network connections [65, 151].

CRIU is a user-space checkpoint-restart package. It uses the Linux kernel inter-

nal details that are exposed through the /proc interface. The main focus is on being

able to checkpoint and migrate microservices running in data-centers, and it does

not support distributed applications, which is essential for HPC.

Distributed MultiThreaded CheckPointing (DMTCP) allows checkpoint-restart

of distributed applications. It implements coordinated checkpointing via a central-

ized coordinator process that enforces global barriers across application processes

in order to capture a consistent state of the distributed system. DMTCP pre-loads

a user-space checkpointing library (using LD_PRELOAD) in the application pro-

cesses. The library is responsible for saving and restoring the state of the process.

Additional plugin libraries [8] enable virtualization of system id’s being used by

the application processes.

2.3 MPI Checkpointing

The use of transparent or system-level checkpointing for MPI is facing a crisis

today. The most common transparent checkpointing packages for MPI in recent

history are either declining in usage, or abandoned entirely. These checkpointing

packages include: the checkpoint-restart service of Open MPI [66], the checkpoint-

restart service of MVAPICH2 [45], DMTCP for MPI [7], and MPICH-V [21], as

well as a fault-tolerant BLCR-based “backplane”, CIFTS [55]. We argue existing

approaches to transparent or system-level checkpointing share common complex-

ity issues that makes long-term maintenance impractical. In particular, the HPC

community needs support for checkpoint-restart services for any of m popular MPI

implementations over n different network interconnects. This creates a burden to

maintain m×n distinct code bases.

Currently, the two most widely used approaches to transparent checkpointing
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today are BLCR [58] (used by several MPI implementations) and DMTCP/Infini-

Band [58]. BLCR incurs an m×n maintenance penalty: each of m MPI implemen-

tations must implement a custom checkpoint-restart service for each of n network

interconnects. DMTCP/InfiniBand is MPI-agnostic in that it transparently saves

and restores the underlying MPI libraries along with many other constructs. How-

ever, like BLCR, DMTCP requires separate plugins [8] to save and restore different

network interconnects [23, 24]. Thus, DMTCP still incurs a maintenance penalty

of n plugins for each of n network interconnects.

Next, we present three case studies to demonstrate the declining usage of trans-

parent checkpointing. We first consider Open MPI. Open MPI developers had cre-

ated a novel and elegant checkpoint-restart service that made MPI applications to

be network-agnostic [65] (checkpointing under network A and restarting under net-

work B). But the n-interconnect penalty was still present, as Open-MPI’s maintain-

ers were required to individually support checkpointing for each n possible network

interconnects supported by Open MPI. This burden caused the maintainers to drop

official checkpointing support as of Open MPI version 1.7 (introduced in 2013). As

of April 2019, the Open MPI FAQ continues to say: “Note: The checkpoint/restart

support was last released as part of the v1.6 series. . . . This feature is looking for a

maintainer. Interested parties should inquire on the developers mailing list.” [96].

The second case study concerns BLCR. The MPICH reference implementation,

along with several other MPI implementations, adopted BLCR for checkpointing.

BLCR is based on a kernel module that checkpoints the local MPI rank. In practice,

the use of BLCR is severely limited due to lack of support for the System V shared

memory construct (widely used for intra-node communication among MPI ranks).

As of this writing, BLCR 0.8.5 (released in 2013) was the last officially supported

version [16], and formal testing of the BLCR kernel module appear to have stopped

with Linux 3.7 (Dec., 2012) [17]. Here, again, we speculate that BLCR declined

not due to any fault with BLCR, but due to the difficulty of maintaining m× n

checkpoint-restart services based on top of BLCR.

The third case study concerns DMTCP. As discussed above, DMTCP/Infini-
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Band is MPI-agnostic, but not network-agnostic, requiring n plugins for each of

n network interconnects. While it supports InfiniBand [24], it only partially sup-

ports Intel Omni-Path [23, Chapter 6], and does not support Cray GNI Aries

network, the Mellanox extensions to InfiniBand (UCX and FCA), the libfabric

API [79], and many others.

2.4 GPUs: Accelerators for HPC

As of September 2018, 87 of the top 500 supercomputers use NVIDIA GPUs,

with a current trend of ten additional NVIDIA-based computers each year. CUDA

is the de facto programming framework for GPUs. Hence, hybrid CUDA/MPI

computations across multiple nodes have become critical for scalability.

The advent of virtual memory automated the task of managing a program’s

memory segments. Hence, for large, complex programs, the use of virtual memory

becomes more efficient in practice, since few programmers wish to spend develop-

ment time manually squeezing out the most efficient memory management.

In much the same way, NVIDIA has introduced Unified Virtual Memory (UVM)

into CUDA. CUDA UVM is analogous to the virtual memory with hardware sup-

port found on traditional computers. This was recently introduced for Pascal-class

GPUs using CUDA-8.

A unified virtual memory system shares a single address space between the de-

vice and the host. Newer CUDA programs are now beginning to take advantage

of this. The UVM feature is particularly attractive for programs requiring more

memory than resides on the GPU, since the alternative to UVM is for the appli-

cation to directly copy memory between device and host. Furthermore, the use of

a unified virtual address space enables deployment of complex data structures for

GPU-based computation, with the same pointers being valid on the host as well on

the GPU.

The use of NVIDIA GPUs continues to grow as seen in recent TOP500 lists [139],

and the advent of a unified shared address space is expected to further lower the en-
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try barrier and widen the adoption of GPUs in HPC systems.

Unfortunately, GPUs have been shown to suffer from a high rate of Detected

Unrecoverable Errors (DUEs) [33, 57, 119, 122, 137, 138]. The mean time be-

tween failures (MTBF) is expected to become much worse as the number of GPU-

accelarated compute nodes (and GPUs per compute node) increases in the exascale

generation.

Thus, efficient checkpointing for the UVM model is considered particularly im-

portant for the future exascale generation. Unfortunately, previous checkpointing

research [52, 56, 90, 120, 128, 130] assumes the older (non-UVM) memory model.

2.5 Checkpointing at Exascale: A Potential Crisis

Continued increase in computing power has enabled computational scientists to

expedite the scientific research and discovery process in the past. Unfortunately,

significant rise in the failure rates and a widening gap between compute and I/O

system will significantly limit the usability of parallel computing systems in the

future [12, 14, 18, 25, 40, 84, 118].

Computational science applications rely on resilience mechanisms such as checkpoint-

restart to make forward progress in the presence of failures. Although checkpoint-

restart mechanisms can keep scientific simulations moving forward, writing and

reading application state incurs large I/O overhead, which impedes scientific pro-

ductivity. Current large-scale scientific applications spend more than 15% of the

total execution time on resilience mechanisms (e.g., checkpoint-restart) [25, 40].

At exascale, computational science applications will need to spend more than 40%

of execution time on resilience mechanisms, due to orders of magnitude higher

failure rate at exascale [40, 41, 136].

2.5.1 Characteristics of Failures on Large-scale Systems

A naïve strategy for improving system throughput would be to identify periods

when the system is distinctly more stable (or less stable) compared to the aver-
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Figure 21: Temporal failure distribution on weekly basis for multiple HPC systems.
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Figure 22: Inter-arrival failure distribution for multiple HPC systems (time be-
tween two failures).

age period and schedule applications with higher checkpointing overhead (or lower

checkpointing overhead). Figure 21 shows that for large-scale HPC systems such

distinct periods of stability may not exist and brief stable periods are followed by

long periods of fluctuation [26]. We also note that waiting for a period when the

system is more reliable can lead to starvation for applications with large check-

pointing overheads.

Fortunately, we can find changing failure rate characteristics when we analyze

failure characteristics at finer granularity (i.e., inter-arrival times between two fail-

ures). Note that failures considered in this study are ones that cause an application

to crash and recover from last checkpoint. Figure 22 shows that a large fraction of

failures are likely to occur much before the MTBF. We refer to this as the temporal
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recurrence behavior of failures. This has been shown and modeled extensively for

many other current and past HPC systems [10, 39, 117, 125, 136]. This property is

captured by the hazard rate of the Weibull distribution which changes between con-

secutive failures (instead of being constant in case of the exponential distribution).

The shape of the hazard rate is primarily characterized by the shape parameter (β ).

For β < 1, the hazard rate is high right after a failure, but it decreases over time

until the next failure [103].

Multiple prior studies have shown that β varies from 0.4 to 0.7 for HPC sys-

tems [10, 117, 125, 136]. We find similar results, but since determining shape pa-

rameter is not a main contribution of this work, we omit those results. In summary,

one can schedule applications within two failures to exploit changing reliability

characteristics.

2.5.2 The Costs of Application Resilience at Large Scale

Table 21: Differences in checkpointing cost among large-scale HPC applications.

Machine Application Domain Checkpointing
Duration (sec.)

Titan (OLCF) Climate Change Simulation 1.5
with the Community Earth
System Model

Hopper (NERSC) 20th Century Reanalysis 2
Franklin (NERSC)
Jaguar (ORNL) Molecular Simulation 6
Hopper (NERSC) in Energy Biosciences
Carver and Computational Predictions 50
Euclid (NERSC) of Trans. Factor Binding Sites
Cori (NERSC) Chombo-crunch 70
Hopper (NERSC) Climate Science for a 150

Sustainable Energy Future
Hopper (NERSC) Laser Plasma Interactions 1800
Hopper (NERSC) Plasma Based Accelerators 2000
Hopper (NERSC) Plasma Science Studies 2700

Next, we show evidence that large-scale scientific applications have significant

variations in their checkpointing overhead. Table 21 shows the checkpointing cost

of applications from different scientific domains running at different large-scale

HPC centers [76, 77]. The checkpoint durations of the applications in the table
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range from a few seconds to more than half an hour. Other researches have also

noted a difference of orders of magnitude in the checkpointing traffic among large-

scale HPC applications [81].

We observed that (1) different applications have widely varying checkpointing

overheads (up to a difference of more than 40x), and (2) even the same application

can exhibit different checkpointing overheads, depending on the input parameters.

These variations in checkpointing overheads open up opportunities for new opti-

mizations in the presence of multiple applications performing checkpointing on

large-scale systems that experience system failures.



CHAPTER 3

Isolation of Application and Resources:

A Split-process Approach to Transparent

Checkpoint-Restart

3.1 Overview

This thesis presents a generic transparent checkpointing framework for HPC ap-

plications that interact with external subsystems. Historically, an HPC job in the

cluster occupied a fixed number of single-core nodes with no accelerators. Modern

subsystems rely on shared-memory subsystems (to optimize MPI communication

between cores on a node), device drivers (e.g., for GPU and other accelerators), and

a variety of low-latency, high-throughput networks (e.g., Cray’s GNI, InfiniBand,

and so on).

A tight coupling of application and resources creates problems for checkpoint-

ing. It is difficult to save and restore the state of tightly coupled application and

resources, such as an InfiniBand library [24], or an NVIDIA CUDA library [127],

or the MPI checkpoint-restart service for the network [65]. At the full system level,

virtual machines have been proposed as a solution, since the same hypervisor can

virtualize the access to system resources and provide isolation for applications. At

a more fine-grained level, dynamic shared libraries can also virtualize access to

16
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an external device for different processes on the same host operating system and

provide isolation.

In this thesis, I propose a third, more finer-grained paradigm of isolating an ap-

plication from its resources within the same process. Two variations of this concept

will be discussed: one host, two processes and two address spaces; and one host,

one process, but two programs.

The proposed approach enables checkpointing for external subsystems that were

not designed with checkpoint-restart as one of the requirements. The external sub-

system here could be a device driver, a shared-memory object, or a pinned memory

region.

A key problem that arises, related to checkpointing of applications using these

subsystems, is that of re-initializing these subsystem’s state on restart. The state of

these subsystems is manifested in the process’s address space often through a helper

user-space library. As an example, consider what happens when an application

requires the allocation of a new pinned memory region. This is difficult to undo,

and very few device driver writers will put in the effort to write this undo feature.

But this undo feature is essential in order to re-initialize the subsystem state on

restart, without leaving the helper user-space library in an inconsistent state.

The key insight here is that an application in this scenario executes two separate

state machines, which can be decoupled into two separate address spaces. The first

state machine corresponds to the application logic, and the second state machine

corresponds to the logic associated with the external subsystem. The two state

machines are tightly coupled and executed in the context of the application pro-

cess’s address space. The problem of the device driver manifests as a library that

is non-reentrant. Now, if the second state machine happens to be non-reentrant,

the application process cannot be restored correctly. This is because the restored

application process inherits the data structures and memory from the checkpointed

process’s image.

Based on this insight, the proposal is to decouple the two state machines into

two separate address spaces. This relies on the use of a separate proxy process in
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the case of CRUM (See Chapter 4), or splitting the address space of a single process

into two separate halves in the case of MANA (See Chapter 5).

Thus, an application process’s state machine is segregated into two separate

processes: the main application process, and a proxy process. The main application

process executes the application logic, and drives the external subsystem’s state

machine, which is executed in the context of the proxy process.

At checkpoint time, the problem of checkpointing the application trivially re-

duces to checkpointing a single-process application with no connections to any

external subsystem, as no state associated with the external subsystem is part of the

process’s address space.

At the time of restart, one can restore the process memory (containing the main

application logic) and context, start a new proxy process and reinitialize the ex-

ternal subsystem by replaying the initialization commands specific to the external

subsystem.

3.2 The User-space View of the Problem: Libraries

are Non-reentrant

Transparent checkpointing of an application process requires saving the following

three important aspects to a checkpoint file on the disk: (a) the process memory,

which includes the state (text and data) of all the libraries; (b) the process context 1;

and (c) the open connections to external resources, such as, files, sockets, and so

on. Then, on restart, a new process is created and the three aspects are restored by

reading the contents from the checkpoint file.

Ideally, a single-process approach toward checkpointing would seem simpler.

But this approach fails for several reasons. The core problem is this:

• For an application process that’s interfacing with an external subsystem,

through a library in the process’s memory, the connection to the external
1There can be multiple contexts in a process corresponding to multiple threads.
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subsystem and the state of the external subsystem needs to be restored on

restart.

• This requires relying on the library API to allow for re-initialization, since

the external subsystem, including the library, may be a closed-source system.

• However, the state of the library that’s saved and restored as part of the pro-

cess memory (i.e., the library data segment) can prevent the library from

re-initializing. This is because the library “remembers” that it had been ini-

tialized prior to checkpoint time. Furthermore, the state of the library is en-

capsulated not just in its data segment, it could manifest over several memory

regions spread throughout the process’s memory.

We refer to this problem as the problem of non-reentrant libraries.

Note that this is not a simple software engineering problem, where, with enough

effort, a library could be authored to be reentrant. In fact, we argue that there

is a lack of clear semantics about what it means to re-initialize the library that’s

interfacing with external subsystem in a process’s address space.

For example, in the case of CUDA’s unified memory, libraries (and the program)

itself may retain pointers to unified memory regions. One must choose either to free

the host memory (thus sabotaging any CUDA application that retains a pointer to

the unified memory region), or else to leave the host memory region intact (thus

sabotaging any application assumptions about unification of host and device mem-

ory). Note that a fresh restart will restore all host memory, but any unification of

host with device memory has already been lost.

The CUDA unified memory model was developed for standard CUDA applica-

tions — and naturally did not include extensions for transparent checkpointing. An

alternative workaround would have been, at restart time, to overwrite the text and

data memory segments of any CUDA libraries with a fresh, uninitialized CUDA

library (matching a freshly booted GPU), and then to call cudaInit(). Unfortu-

nately, the CUDA library/driver appeared to have additional state, which made this

workaround infeasible.
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Similarly, in the case of MPI, an MPI library using shared memory for intra-

node communication can suffer from the same lack of clear semantics as the CUDA

user-space library with unified memory. Just as with the device-backed unified

memory regions, there are no clear semantics of cleaning up the shared memory

regions (or other side effects) of the MPI library, when the library is unloaded.

3.3 The Solution: Throwaway Libraries

To address the problems described in Section 3.2, we propose a novel transparent

checkpointing framework: split-process, which decouples the library state from the

application state.

Recall that the key problem is that state of a library that’s interfacing with an

external subsystem is often spread over multiple memory regions, including the

application process’s stack and heap. With a closed-source library, these “side

effects” are especially difficult to track and clean up.

Therefore, the key idea is to restrict the side effects of the library to known

memory regions. Since the library regions are known, these regions can be “thrown

away” and replaced on restart.

The library (and any associated state) is isolated in a separate address space,

which can be thrown away between checkpoint and restart. We demonstrate the

feasibility of this approach by enabling transparent checkpointing for two key HPC

subsystems: NVIDIA GPUs and MPI through two different implementations.

3.3.1 A First Attempt: The Two-process Approach

In the case of NVIDIA GPUs, the approach is implemented through the use of a

separate proxy process. The proxy process isolates the NVIDIA library and the

GPU state from the main application process. All access to the GPU is done

through the proxy process, over remote procedure calls (RPC). For the case of

NVIDIA’s Unified Virtual Memory (UVM), where there is no API between the ap-
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plication and the NVIDIA library, we demonstrate an approach using shadow pages

and remote page synchronization to propagate state between the two processes.

While this solution works, it suffers from several limitations. The use of RPC

can impose prohibitively high runtime overhead in extreme cases. Furthermore,

RPC requires developing code for serialization and de-serialization of data, which

can be non-trivial for functions with complex arguments. Finally, there is no way

to support simultaneous access of (UVM) memory regions by the GPU device and

the application process. Note that the use of this approach for checkpointing MPI

application would suffer from similar problems.

This brings us to a second possible implementation, which we demonstrate for

checkpointing the MPI library.

3.3.2 A Second Attempt: The Split-process Approach

In the case of MPI, the approach is implemented by “splitting” the application

process’s address space into two halves: an upper half (which contains the applica-

tion); and a lower half (which contains the non-reentrant MPI library). The library

executing in the lower half (although in the same process’s address space) is not

allowed to affect the memory of the upper half. The lower half acts as an external

proxy process – akin to running two processes in a single address space – with its

own heap and stack.

Since a significant portion of the lower half is comprised only of a small proxy

program, the non-reentrant (MPI) library and its dependencies, this approach im-

poses a small, constant memory overhead. See Section 7.2.2.2 for further details.

While MPI is used as an example to demonstrate the feasibility of this approach,

the split-process approach could also be used to implement throwaway libraries for

other cases such as NVIDIA CUDA (as an alternative to the two-process approach),

OpenGL, InfiniBand, and other HPC subsystems.

Ideally, we would simply load two programs in the same address space for a

single process, and we would introduce a concept for context switching between the
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two programs, but the kernel does not support loading two programs. An alternative

is to load two separate programs as two separate threads [63]. (See Section 5.4 for

details on why this approach is not viable for checkpointing.)

Instead of the above approach, we use the following approach for isolating a

non-reentrant library in an application process. The key idea is to have two sep-

arate runtime loaders, each with its separate heap and stack. Recall that there is

just one runtime loader per process in a Linux process, which is loaded at process

startup time by the Linux kernel. The loader is responsible for loading in all the

dependencies of the target executable and for runtime symbol resolution (using the

PLT section in the ELF standard).

So, we emulate what the kernel does at process startup: set up a new stack seg-

ment, a new heap segment, load in a second runtime linker/loader, and finally jump

into the second copy of the runtime linker/loader. The second runtime linker/loader

loads in the non-reentrant library and any dependencies by relying on the new stack

and heap, while the application stack and heap remain unaffected.

We keep track of the memory regions created by the second runtime link-

er/loader by interposing on its mmap calls. Its sbrk calls are intercepted to ensure

that it continues to use the second heap.

This enables us to easily “throw away” all of the known memory regions across

checkpoint-restart without any memory leaks, since the memory allocations by the

non-reentrant library or any of its dependencies cannot creep into the application’s

heap. On restart, MANA loads in a new runtime loader with a new heap and stack

and initializes it again.

At runtime, calls from the application (in the upper half) for the non-reentrant

library are intercepted through wrapper functions. Wrapper functions are used

to keep track of the external library state and also to call into the corresponding

function in the lower half. This call into the function in the lower half involves a

“lightweight” context switch. In particular, it requires switching the “FS” segment

base register on x86-64 Linux 2. Since the two copies of the runtime linker/loader
2The FS register is used on x86-64 to implement thread-local storage and also to implement
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operate in the same process’s address space, they are free to set up their own sepa-

rate thread-local storage regions, and hence, the wrapper function in the upper half

must do this lightweight context switch before jumping into the lower half, and

then must restore the context when returning back from the lower half.

Note that this is completely completely transparent to the end-user application

and requires no modifications to the runtime loader, the Linux kernel, the applica-

tion, or any library.

This approach achieves a balance between two conflicting goals: a shared ad-

dress space to allow for simple function calls across memory regions without hav-

ing to transmit any data; and isolation against the side effects of the contamination

of the user address space by the kernel device driver.

See Section 3.3.3 for further discussion on the relative merits of the two imple-

mentations.

3.3.3 Discussion

While the isolation provided by the two approaches suffices for enabling check-

pointing, each has its own benefits.

The two-process approach lends itself naturally to copy-on-write based forked

checkpointing, even for libraries that are not fork-compatible. For example, both

the CUDA library and the InfiniBand library use pinned memory, which is not

compatible with fork.

On the other hand, with the two-process approach, one has to deal with ad-

ditional runtime overhead for data serialization, de-serialization and inter-process

communication across two processes: the application process and the proxy pro-

cess.

Furthermore, the use of two processes can also lead to runtime performance

jitter due to scheduling of the two processes as they compete for CPU resources.

stack-smashing detection. The FS base register points to the base of the current thread context,
providing access to all the thread-local variables (e.g., errno, and other __thread global vari-
ables). Other architectures, such as ARM, used unprivileged addressing modes that do not depend
on special constructs, such as the x86 segments.
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The split-process approach does not suffer from either of the two problems: the

performance overhead, or the runtime jitter, but requires additional work to support

forked checkpointing.

Another assumption with the split-process approach is that there must be a strict

API between the two halves. So, the two halves must communication only through

this API. However, this is not a major limitation since even the two-process ap-

proach has the same requirement.

Finally, there is a question of determinism in the log-and-replay part. Both

approaches rely on recording the library API calls at runtime and replaying the

relevant calls on restart to reconstruct the state of the library and the external sub-

system. Thus, a correct restart is possible only if the library has some determinism,

where replaying the same set of calls results in the same end state. We note that

this not a major limitation, since it is possible to serialize the library calls with an

interposition library, albeit at the cost of performance. The problems of determin-

ism could also be addressed at the device driver level with little difficulty, once

transparent checkpointing is seen as viable.

Note that logging is only required for calls that affect the state of the external

subsystem (control path), and that logging of API calls on the data path is not

required. This is important for efficiency, as logging of large, complex parameters

can impose significant runtime overhead.
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CRUM: Checkpoint-Restart For CUDA’s

Unified Memory

4.1 Overview

Efficient checkpointing for the CUDA’s UVM model is important for the future

exascale generation. Unfortunately, previous checkpointing research [52, 56, 90,

120, 128, 130] assumes the older (non-UVM) memory model.

A naïve approach to support checkpoint-restart would be to: (a) introspect and

save the application process state (including the CUDA user-space library) and

the GPU device driver; and (b) restore the process memory (including the CUDA

user-space library) and restore the GPU device driver state. Unfortunately, the

CUDA user-space library, which is checkpointed and restored as part of the process

memory, is non-reentrant. Thus, it cannot restore the GPU device driver state.

To address these challenges, this work presents a novel framework, CRUM

(Checkpoint-Restart for Unified Memory), which decouples the application process

state from the device driver state (see Section 4.3) by using a proxy process. To

allow transparent sharing of UVM memory regions between the two processes –

the application process and the proxy process – CRUM uses a novel algorithm for

shadow page synchronization (see Algorithm 1).

Thus, CRUM can transparently checkpoint the application without involving

any active driver state. (This could potentially allow a CUDA application to be

25
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checkpointed on one version of CUDA and GPU hardware, and restarted on another

CUDA/GPU version.)

To optimize checkpointing of applications with large memory footprints, CRUM

uses a fork-based, copy-on-write mechanism. There are two phases. The first, and

relatively fast, phase is the transfer of data resident on the GPU hardware to the

application process through a proxy process. In the second phase, the application

process disconnects from the proxy and forks a child process that writes the check-

point data to stable storage. Meanwhile, the application process re-connects to the

proxy, which resumes using the GPU for computation.

Section 4.2 presents the background and motivation, including both the need

for UVM support and the need for greater GPU reliability as we approach the ex-

ascale generation. Section 4.3 describes the design of CRUM, while Section 7.1

presents an experimental evaluation. Section 4.4 presents an analysis of the current

limitations of the current approach, and the potential impact on future generations

of NVIDIA GPUs. Finally, Section 4.5 describes the related work.

4.2 Background and Motivation

4.2.1 History and Motivation for Unified Virtual Memory

(UVM)

Unified Virtual Memory (UVM) and its predecessor, Unified Virtual Addressing

(UVA), are major CUDA features that are incompatible with prior CUDA check-

pointing approaches. Yet, UVM is an important innovation for future CUDA appli-

cations.

Through software and hardware support, UVM provides a coherent shared

memory across the entire heterogeneous node [61, 92]. The use of UVM-managed

memory greatly simplifies data sharing and movement among multiple GPUs. This

is especially useful given that the most energy-efficient supercomputers place mul-

tiple compute accelerators per node—for instance, TSUBAME3.0 [141], Coral
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Figure 41: The technology advancement of CUDA unified virtual memory.

Summit [43], and the NVIDIA SATURNV [71] supercomputer use 4, 6, and 8

GPUs per node, respectively. The features and progression of UVM are briefly

described below.

Historically, in CUDA 4 (2011), Fermi-class GPUs added support for Unified

Virtual Addressing (UVA) with zero-copy memory. UVA allows transparent zero-

copy accesses to memory across a heterogeneous node using a partitioned address

space. UVA never migrates data, and so non-local memory accesses suffer from

less bandwidth and longer latency.

To reduce the performance penalty of non-local zero-copy memory accesses,

first-generation Unified Virtual Memory (UVM-Lite) was introduced in CUDA 6

(2013) for Kepler-class GPUs [59]. UVM-Lite shares a single memory space across

a heterogeneous node, and it transparently migrates all memory pages that are at-

tached to the CUDA streams associated with each kernel. This simplifies deep

copies with pointer-based structures and it allows GPUs to transparently migrate

UVM-managed memory to the device, nearly achieving the performance of CUDA

programs using explicit memory management. Due to hardware restrictions, how-

ever, UVM-Lite does not allow concurrent access to the same memory from both

CPU and GPU—host-side access is only allowed once all GPU-side accesses to

a CUDA stream have completed. Concurrent access to UVM-managed memory

from different GPUs is allowed, but data are never migrated between devices and

non-local memory is accessed in a zero-copy fashion.

Second-generation UVM (UVM-Full) was introduced in CUDA 8 (2016) for

Pascal-class GPUs [60]. It eliminates the concurrent-access constraints of the prior

UVM generation and adds support for system-wide atomic memory operations,

providing an unrestricted coherent shared memory across the heterogeneous node.

On-demand data migration is supported by UVM-Full across all CPUs and GPUs
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Figure 42: NVIDIA GPUs in Top 500 list.

in a node, with the placement of any piece of data being determined by a variety of

heuristics [61].

Pascal-era UVM also adds support for memory over-subscription, meaning that

UVM-managed regions that are larger than the GPU device memory can be ac-

cessed without explicit data movement. This is important for applications with

large data. In particular, it greatly simplifies the programming of large-memory

jobs, and avoids the need to explicitly marshal data to and from the GPU [114].

For instance, GPU-capacity-exceeding deep neural network training has been ac-

complished in the past through explicit data movement [108], but it can also be

performed with less programmer effort by UVM over-subscription [116].

4.2.2 GPUs for Exascale: DUEs and GPU Reliability

The advantages of using GPUs for high-performance computing have been real-

ized and a steep rise in their use in large-scale HPC systems has been observed (see

Figure 42). Eighty-seven (87) systems in the Top500 list were reported to be pow-

ered by NVIDIA GPUs in November 2017, as compared to one (1) in November

2009 [139]. Thus, it is important that both hardware and the software stack (per-

taining to the use of GPUs) should be highly available and reliable to maximize

large-scale HPC systems productivity.

While this makes GPUs attractive for exascale computing, the high GPU detectable-



CHAPTER 4. CUDA CHECKPOINTING 29

uncorrectable error rate (as compared to CPUs) remains an issue. Checkpointing

plays an important role in mediating this issue. Various studies have been con-

ducted for understanding the reliability aspects of using GPU’s in large-scale HPC

systems. The studies suggest that the newer generation GPU’s are more reliable, as

are the large-scale HPC systems using them (i.e., the observed MTBF of systems

using newer GPU’s is much longer than their estimated MTBF) [33, 57, 119, 122,

137, 138].

However, one factor that motivates efficient checkpoint-restart on GPU-accelerated

systems is that GPU memory currently tends to have more DUEs (Detected Unre-

coverable Errors) per GB than CPU memory. Memory in CPU nodes is composed

of narrow 4-bit or 8-bit wide DRAM devices that are grouped together into DIMMs,

meaning certain ECC codes (often called chipkill ECC) can correct the data that

comes from an entire DRAM device. In contrast, GPU memory is much wider

(32-bit wide for GDDR5/GDDR5X and 128-bit for HBM2) such that chipkill-

level protection is not possible without a prohibitively large memory access gran-

ularity; accordingly, current GPUs use single-bit correcting SEC-DED ECC for

DRAM [91, 95]. These lesser correction capabilities lead to a relative increase in

detected errors. For example, a field study of the Blue Waters system [36] found

that the DUE rate per GB of Kepler-era GDDR5 was roughly 5 times that of the

chipkill-protected CPU memory.

Given the high rate of DUEs expected in the future exascale systems, check-

points will be more frequent, and so it is imperative to design checkpointing mech-

anisms that can reduce the time that applications spend in checkpointing.

4.2.3 Checkpointing Large-memory CUDA-UVM Applications

UVM acts as an enabler for easily developing large-memory CUDA applications.

UVM enables a GPU to transparently access host CPU and remote GPU mem-

ory, and hence solves the problem of otherwise manually managing data transfers.

All of the host CPU’s memory is available, on-demand, by the GPU device. Con-
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versely, all of the UVM memory on the GPU device is available to the CPU.

In this situation, the CUDA application may use much more memory than is

present on the device. The capacity of GPU memory is currently from 16 to 32 GB

for a high-end GPU, while CPU memory often ranges from 128 to 256 GB. In

the past, this forced GPU application developers to choose between: scaling out

to many nodes and GPUs (hence incurring communication overhead); or manu-

ally managing the data transfers on a single GPU. Later, UVM made possible a

third choice: transparently transferring data on a single GPU via UVM. However,

the ease of developing such large-memory CUDA-UVM applications now places a

larger burden on transparent checkpointing to support this large-memory overhead.

4.3 CRUM: Design and Implementation

To address the challenges described in Section 4.2, we demonstrate CRUM, a novel

framework that provides a checkpointing-based fault-tolerance mechanism. CRUM

enables transparent, system-level checkpointing for CUDA and CUDA UVM ap-

plications.

Figure 43 shows a high-level schematic of CRUM’s architecture. Note espe-

cially the organization into two processes: a CUDA program (the user’s applica-

tion), and a CUDA proxy (the only process that uses the CUDA library to commu-

nicate with the GPU). The flow of control is: (i) to interpose on CUDA library calls

made by the application process; (ii) to forward the requests to the proxy process;

(iii) which then executes the calls via its CUDA library and GPU, on behalf of the

application; and (iv) finally returns the results back to the application.

In this section, we present the key subsystems in the design of CRUM. The

first research challenge is the propagation of UVM memory pages (already shared

between GPU hardware and proxy process) to make them visible to the application

process. Section 4.3.2 describes a shadow page scheme (summarized in Algo-

rithm 1) for this purpose. The second research challenge is to extend this scheme to

overlap checkpointing and computation for the sake of fast, forked checkpoint and
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Figure 43: High-level architecture of CRUM

future exascale needs. This is discussed in Section 4.3.3. Finally, the implementa-

tion details of integrating CRUM with proxy processes is discussed in 4.3.4.

4.3.1 Post-CUDA 4: The Need for a Proxy Process

Ideally, a single-process approach toward checkpointing seems simpler. But this

approach for CUDA became non-viable with CUDA 4 and beyond, when NVIDIA

implemented unified virtual addressing with zero-copy, an antecedent of unified

memory [116]). At that point, it was no longer possible to re-initialize the CUDA

library at the time of restart. We assume that this is due to the lack of clear semantics

about what it means to re-initialize a CUDA library that still retains pointers to

unified memory regions on host and device. One must choose either to free the host

memory (thus sabotaging any CUDA application that retains a pointer to the unified

memory region), or else to leave the host memory region intact (thus sabotaging any

application assumptions about unification of host and device memory). Note that

a fresh restart will restore all host memory, but any unification of host with device

memory has already been lost.

The core issue is that the CUDA unified memory model was developed for

standard CUDA applications — and naturally did not include extensions for trans-

parent checkpointing. An alternative workaround would have been, at restart time,

to overwrite the text and data memory segments of any CUDA libraries with a

fresh, uninitialized CUDA library (matching a freshly booted GPU), and then to

call cudaInit(). Unfortunately, the CUDA library/driver appeared to have ad-
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ditional state, which made this workaround infeasible.

4.3.2 Shadow Pages for the Support of UVM

Recall the use of a proxy process, as seen in Figure 43b. The core research chal-

lenge in this architecture is that UVM dictates that pages are transparently shared

between the GPU hardware and the proxy process, but these shared UVM pages

are not visible to the application process.

The zero-copy memory of CUDA 4 implies that there are no CUDA calls on

which to interpose. In direct-mapped memory, the device may read or write to

the host mapped pinned memory of the proxy process at any time. But the sepa-

rate application process remains unaware of modifications to memory in the proxy

process. Thus, an approach using CUDA proxies is unable to support the newer

and potentially more efficient zero-copy memory for UVA. To overcome this situ-

ation, a new, transparent checkpointing approach for CUDA’s zero-copy memory

is proposed, in which proxy and application reflect a single application with two

“personalities”.

The CUDA application process and the CUDA proxy process invoke the same

application binary but execute two different state machines. The application pro-

cess goes through three different states: CUDA call, read from device-mapped

UVM memory, write to device-mapped UVM memory. Note that the state transi-

tions are not dictated by the CRUM framework, but rather by the application logic.

On the other hand, the CUDA proxy process is simply a passive listener for requests

from the application process and executes the CUDA calls and the memory reads

and writes as dictated by the application.

Based on these observations, we introduce the concept of “shadow UVM pages”.

For every CUDA UVM allocation request by the application, CRUM creates a cor-

responding shadow UVM region in the context of the application process. At the

same time, the CUDA proxy process requests a “real” UVM region from the device

driver. The two processes, the application and the proxy, see two different views of
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the memory and data at any given point.

Since there are no API calls to interpose on, this opens up the requirement for

tracking the changes to the application process’s memory in order to keep the two

sets of pages in sync. CRUM relies on the use of user-space page-fault tracking

to accomplish this. There are currently two available mechanisms for page-fault

tracking in Linux: userfaultfd; and segfault handler and page protection bits.

While there are certain performance benefits with the use of userfaultfd, the

current work uses a segfault handler and page protection bits to allow for evaluation

on clusters employing older Linux kernels.

The algorithm for synchronizing the data on shadow and real UVM pages is

described in Algorithm 1.

Algorithm 1 Shadow page synchronization algorithm
upon event Page Fault do

if addr ∈ AllShadowPages then
if isReadFault() then

ReadDataFromRealPage()
else

MarkPageAsDirty()
end if

end if
upon event CUDA call do

if hasDirtyPages then
SendDataToRealPages()
ClearDirtyPages()

end if
upon event CUDA Create UVM region do

uvmAddr← CreateUvmRegionOnProxy()
reg← CreateShadowPage(uvmAddr)
AllShadowPages← AllShadowPages ∪ reg

When an application process requests for a new UVM region, a new shadow

UVM region is created in the process’s memory (using the mmap system call). The

shadow UVM region is given read-write permissions initially, and all the pages in

the regions are marked as “dirty”.

When the application makes a CUDA call where the device could potentially

read or modify the UVM data (for example, a CUDA kernel launch), the data from
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dirty pages is “flushed” to the real UVM pages on the proxy process, the dirty flag

is cleared for the UVM region, and the read-write permissions are removed (using

the mprotect system call).

This allows CRUM to interpose on either a read or write to unified mem-

ory. Standard Linux code for segfault handlers allows CRUM to detect an at-

tempt to read or to write, and to distinguish the two cases. In the case of a read,

PROT_READ permission is set for all of the memory in the application process

corresponding to unified memory. In the case of a write, PROT_WRITE permis-

sion is set for all of the memory in the application process corresponding to unified

memory. (See Section 4.3.2.1 for further discussion.)

At a later time, when the application process tries to read the results of the GPU

computation back from the shadow UVM regions, a read page fault is triggered; the

permissions of the shadow UVM region are changed to read-only, and the results

are read in from the corresponding real UVM region on the proxy.

4.3.2.1 Page permissions on Linux

Note that write to shadow UVM memory region requires PROT_WRITE permis-

sion. Unfortunately, on Linux, PROT_WRITE permission implies PROT_READ

permission also. Linux does not support write-only permission, but rather read-

write permission instead.

This has consequences for the three-state algorithm to support unified memory

in CRUM. We make the assumption here that most applications will cycle through

the three states in order (possibly omitting the read-only or write-only phase).

Hence, a typical cycle would be invoked: CUDA-call/read-unified-memory/write-

unified-memory.

In fact, CRUM also supports overlapped execution of a CUDA call with read-

ing and writing unified memory. The essential assumption is that read access must

precede write access and a read-write cycle cannot be followed with a second

read unless there is an intervening CUDA kernel. Normal CUDA calls such as
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cudaMemcpy are allowed at all times.

As discussed earlier, unfortunately, Linux’s write-only permission for mem-

ory actually grants read-write permission. It is for this reason that a transition

from write-unified-memory directly to read-unified-memory cannot be detected ef-

ficiently. Possible solutions are discussed at the end of this section.

This assumption has been found to hold in each of the real-world applications

that we have found for testing CRUM with unified memory. Nevertheless, it is

important to also build in a (possibly slower) verified execution mode that will test

an application to see if it violates this assumed cycle of CUDA-call/read-unified-

memory/write-unified-memory.

There is more than one way to implement a verified execution mode.

One of the difficulties is that a Linux segfault handler does not allow us to

reset the page permission to allow only the pending read or write, and then re-

set the permission back to PROT_NONE. Linux’s user-space page fault handling,

userfaultfd, introduced with Linux 4.3, can fix this, but that introduces other

technical difficulties. (For example, it was only with Linux 4.11 that this was ex-

tended partially to support fork and shared memory.) Another alternative is to parse

the pending read or write (load or store assembly instruction), temporarily allow

read-write permission to the desired memory page, and then use the parsed infor-

mation to read or write the data between register and memory, and finally to restore

the previous memory permission. This might be more efficient than user-space

page faulting since it might have fewer transitions to a kernel system call. This is

similar to the dynamic binary translation scheme described by Adams et al. [6].

Linux kernel modification to support write-only permissions for UVM shadow

pages is another possibility.

4.3.3 Fast, Forked Checkpoints

UVM enables CUDA applications to use all of the host and GPU device mem-

ory transparently. This can make checkpointing, which is dominated by the time
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to write to the disk, prohibitively expensive. So while one could employ copy-

on-write-based asynchronous checkpointing, UVM memory is incompatible with

shared memory and fork on Linux.

Fortunately, CRUM’s proxy-based architecture can be used to address this chal-

lenge. Note that the device state and the UVM memory regions are not directly a

part of the application process’s context, but rather they are associated with the

proxy process. This frees up the application process to use forked checkpointing

for copy-on-write-based associated checkpointing for the application process.

Forked checkpointing allows CRUM to invoke a minimal checkpointing delay

in order to “drain the GPU device” of its data, after which, a child process of each

MPI process can write to stable storage. This allows the system to overlap the

CUDA computation with storage of the checkpoint image in stable storage.

4.3.4 Checkpoint-Restart Methodology and Integration with

Proxies

Finally, for completeness, we discuss how CRUM integrates proxy concepts into

the CUDA implementation requirements. Proxies have also been used by previous

authors (see Section 4.5-d).

At checkpoint time, CRUM suspends the user application threads, and “drains”

the GPU kernel queue. It issues a device synchronize call (cudaDeviceSynchronize)

to ensure that the kernels have finished execution and the memory state is consis-

tent. Then, for all the active CUDA-MALLOC and CUDA-UVM memory regions,

data is read in from the GPU to the host. The data is first transferred from the GPU

into the proxy process’s memory, and then from the memory of the proxy process

into the memory of the user application process. The user application process then

disconnects from the proxy process. This ensures that the problem reduces to the

trivial problem of checkpointing a single-process application. Finally, the state of

the process is saved to a checkpoint image file on stable storage.

At the time of restart, CRUM starts a new process and recreates the user appli-
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cation threads. Then, the memory of the new process gets replaced by the saved

state from the checkpoint image file. CRUM, then, starts a new proxy process,

which starts a new GPU context. It recreates the active CUDA-MALLOC and

CUDA-UVM memory regions by replaying the allocation calls. CUDA streams

and events are similarly handled. (See Section 4.4 for further discussion.) Finally,

CRUM transfers the data into the actual CUDA and CUDA-UVM regions through

the proxy process and resumes the application threads.

4.4 Discussion

Driver support for restart: In order to restart a computation, CRUM must re-

allocate memory in the same locations as during the original execution—otherwise

the correctness of pointer-based code cannot be guaranteed during re-execution.

The current CRUM prototype relies on deterministic CUDA memory allocation,

which we verify to work with the CUDA driver libraries via experimentation (for

both explicit device memory and UVM-managed memory allocation). The assump-

tion of deterministic memory re-allocation is shared by previous GPU checkpoint-

ing efforts [90].

Memory Overhead: In a CUDA program with large data resident on the host,

the memory overhead due to an additional proxy process could be a concern. In the

special case of asynchronous checkpointing, the overhead could be even higher,

although copy-on-write does prevent it from going too high. This could be amelio-

rated by future support for shared memory UVM pages between application and a

proxy running CUDA.

Advanced CUDA language features: Dynamic parallelism allows CUDA ker-

nels to recurse and launch nested work; it is supported by CRUM without change.

Device-side memory allocation allows kernel code to allocate and de-allocate mem-

ory. It is partially supported by CRUM, with one important distinction—no live

device-side allocations are allowed at a checkpoint time. Thus, device-side mem-

ory allocations are to be freed before the system is considered quiesced and ready
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for a checkpoint. We do not anticipate this constraint to be particularly difficult to

satisfy, since device-side mallocs tend to be used to store temporary thread-local

state within a single kernel, whereas host-side CUDA memory allocation (which is

supported by CRUM without restriction) is more often used for persistent storage.

Using mprotect: Currently, in a Linux kernel, PROT_WRITE protection

for a memory region implies read-write memory permission rather than write-only

memory permission. Because of this, some compromises were needed in the im-

plementation. This work has demonstrated the practical advantages of a write-only

memory permission for ordinary Linux virtual memory.

Another issue with an mprotect-based approach is that when kernel-space code

page faults on a read/write protected page, it returns an error code to the user,

EFAULT, rather than a segfault. This forces the implementation to be extended

to handle such failures; the implementation cannot rely solely on a segfault han-

dler [22, 98, 111, 143].

Other APIs and Languages: This work provides checkpoint-restart capabil-

ities for programs written in C/C++ with the CUDA runtime library. In our ex-

perience, the CRUM prototype should support the majority of GPU-accelerated

HPC workloads; however, there are other APIs to that may be valuable for some

users. Given the current framework of code auto-generation for CRUM, we be-

lieve that it will be straightforward to extend the implementation to support other

APIs, such as OpenACC. The ability of CRUM to support UVM-managed memory

would be especially useful for OpenACC programs, as PGI’s OpenACC compiler

provides native and transparent support for high-performance UVM-managed pro-

grams, making UVM-accelerated OpenACC programs a low-design-effort route to

performant GPU acceleration [113].

Future Versions of CUDA: Just as prior checkpointing methods for GPUs

were unable to cope with versions of CUDA since CUDA 4 (released in 2011), it is

likely that CRUM will need to be updated to support language features after CUDA

8. One such development is Heterogeneous Memory Management (HMM) [64],

which is a kernel feature introduced in Linux 4.14 that removes the need for explicit
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cudaMallocManaged calls (or use of the __managed__ keyword) to denote UVM-

managed data. Rather, with HMM the GPU is able to access any program state,

including the entire stack and heap. Because the current CRUM prototype relies

on wrapping cudaMallocManaged calls, it will need to be redesigned to support

HMM.

4.5 Related Work

Use of proxy process Zandy et al. [149] demonstrated the use of a “shadow”

process for checkpointing currently running application processes that were not

originally linked with a checkpointing library. This allows the application process

to continue to access its kernel resources, such as open files, via RPC calls with the

shadow process.

Kharbutli et al. [70] use a proxy process for isolation of heap accesses by a

process and for containment of attacks to the heap.

GPU virtualization A large number of previous HPC studies have focused on

virtualizing the access to the GPU [51, 56, 74, 90, 120, 128, 129, 130]. Here we

describe some of those studies, with an emphasis on the use for GPU checkpointing

and GPU-as-a-Service in the cloud and HPC environments.

Lagar-Cavilla et al. [74], Shi et al. [120], Gupta et al. [56], and Giunta et al. [51]

focus on providing access to the GPU for processes running in a virtual machine

(VM), as an alternative to PCI pass-through. The access is provided by forwarding

GPU calls to a proxy process that runs outside the VM and has direct access to the

GPU.

GPU-as-a-Service Two other efforts, DS-CUDA [93] and rCUDA [38], have fo-

cused on providing access to a remote GPU for the purposes of GPU-as-a-Service [100,

104, 105, 106, 107, 121, 142]. They also rely on a proxy process. Using the proxy

process is similar to the one described in this work; however, the focus is on ef-

ficient remote access by using the InfiniBand’s RDMA API. To the best of our
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knowledge, none of the previous studies solve the problem of efficient checkpoint-

ing of modern CUDA applications that use UVM. We note that the optimizations

described in these works can be used in conjunction with CRUM for providing

efficient access to remote GPUs.

GPU Checkpointing Early work on virtualizing or checkpointing GPUs was

based on CUDA 2.2 and earlier [52, 56, 90, 120, 130]. Those approaches stopped

working with CUDA 4 (introduced in 2011), which introduced Unified Virtual Ad-

dressing (UVA). Presumably, it is the introduction of UVA that made it impossible

to re-initialize CUDA 4.

In 2016, CRCUDA [128], employed a proxy-based approach, similar to the

2011 approach of CheCL [129] that targeted OpenCL [124] (as opposed to CUDA)

for GPUs. OpenCL does not support unified memory, and so CheCL and CRCUDA

do not support NVIDIA’s unified memory [116] targeted here.

VOCL-FT [97] aims to provide resilience against soft errors. VOCL-FT lever-

ages the OpenCL programming model to reduce the amount of data movement:

both to/from the device from/to the host, and to/from the disk. This allows them to

do fast checkpointing and recovery.

HiAL-Ckpt [146], HeteroCheckpoint [68], and cudaCR [99] use application-

specific approaches for providing GPU checkpointing.

None of the approaches described above work for CUDA UVM. CRUM focuses

on providing efficient runtime and checkpointing support for CUDA and CUDA-

UVM based programs. We note that the techniques described in above approaches

are complementary to CRUM and can be used to further optimize the runtime and

checkpointing overheads.
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MANA for MPI: MPI-Agnostic

Network-Agnostic Transparent Checkpointing

5.1 Overview

This work presents MPI-Agnostic Network-Agnostic transparent checkpointing

(MANA), a single code base to support all of the m× n combinations of MPI im-

plementation and underlying network (Section 2.3). The new approach, based on

split processes, is fully transparent to the underlying MPI, network, and even the

particular libc library or underlying Linux kernel. (Transparent checkpointing sup-

ports standard system-level checkpointing, but it can alternatively be customized in

an application-specific manner.)

The new split processes approach provides a solution to the m×n maintenance

penalty, and supports checkpointing on all m× n combinations with a single im-

plementation. With split processes, a single process contains two independent pro-

grams in its memory address space. The two programs are an MPI proxy applica-

tion (denoted the lower-half program) and the original MPI application code (de-

noted the upper-half program). MANA tracks which memory regions belong to the

upper half and which belong to the lower half. Only the upper-half memory regions

are saved at checkpoint time. As stated earlier, MANA is also fully transparent to

the specific MPI implementation, network, libc library and Linux kernel.

41
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At restart time, MANA initializes a new MPI library along with a new under-

lying interconnect network in the lower half of a process. The checkpointed MPI

application code and data is then copied in and restored into the upper half from

the checkpoint image file. By initializing a new MPI library at the time of restart,

MANA provides excellent load-balancing support without the need for additional

logic. The fresh initialization inherently detects the correct number of CPU cores

per node, optimizes the topology as MPI ranks from the same node may now be

split among distinct nodes (or vice verse), re-optimizes the rank-to-host bindings

for any MPI topology declarations in the MPI application, and so on. (See Sec-

tion 8.2 for further discussion.)

MANA maintains low overhead at runtime by taking advantage of split pro-

cesses to directly make library calls from the upper half to an MPI routine in the

lower half. Prior to this work, related, proxy-based approaches had been used for

checkpointing in the framework of checkpointing general applications [149] and in

the framework of CUDA (GPU-accelerated) applications [48, 128, 129]. However,

such approaches incur a significant overhead due to both context switching and the

need to copy buffers (e.g., the MPI_send buffers) from an MPI application process

to an MPI proxy.

Finally, there is a latency between when the coordinator invokes a checkpoint

and when the MPI ranks actually begin executing the checkpoint. However, this

latency is bounded by a time proportional to the time to send an MPI message

and the time to execute a collective communication call in the underlying MPI

implementation. In particular, see Sections 5.2.4 and 5.2.5 for the algorithm and a

formal proof of the latency in the case of collective communication.

Next in this Chapter, Section 5.2 describes the the subtle design issues in fitting

the split process concept to an MPI implementation. In particular, the question of

how to checkpoint when there are ongoing MPI point-to-point or collective commu-

nications is discussed there. Section 7.2 then presents the experimental evaluation.

Section 5.3 discusses the limitations of this work.
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5.2 MANA: Design and Implementation

Multiple aspects of the design of MANA are covered in this section. Section 5.2.1

discusses the design for supporting split processes themselves. Section 5.2.2 dis-

cusses the need to save and restore persistent MPI opaque objects, such as commu-

nicators, groups and topologies. Section 5.2.3 presents Algorithm 2 for draining

any point-to-point MPI messages in transit prior to initiating a checkpoint. Sec-

tions 5.2.4 and 5.2.5 present a two-phase algorithm (Algorithm 4) for completing

any MPI collective communication calls in progress prior to initiating a checkpoint.

And finally, Section 5.2.6 presents details of the overall implementation of MANA.

5.2.1 Upper and Lower Half: Checkpointing with an

Ephemeral MPI Library

In this section, we define the lower half of a split process as the memory associ-

ated with the MPI libraries and all of their dependencies, including any network

libraries. The upper half is the remaining Linux process memory, associated with

the MPI application’s code, data, stack, and other regions (e.g., environment vari-

ables). The definitions are by analogy with the upper and lower half of a device

driver in an operating system kernel. Nevertheless, the process continues to have

only a single thread, a single stack (in the upper half), and a single flow of con-

trol. (More precisely, the process continues to include each thread of the original

MPI application, each with its own stack. Section 5.2.6 describes an additional

“helper thread”, but that thread is active only during a checkpoint or a restart from

a checkpoint image file.)

Note that libc and other system libraries are a special case here. There will be

one copy of libc appearing in the lower half as a dependency of the MPI libraries,

and there will be a second copy of libc appearing in the upper half as an independent

dependency of the MPI application code.

This split-process approach allows MANA to balance two conflicting objec-

tives: a shared address space; and isolation of upper and lower halves. The isola-
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tion allows MANA to omit the lower half memory (and omit an “ephemeral” MPI

library) when it creates a checkpoint image file. The shared address space allows

the flow of control to pass efficiently from the upper-half MPI application to the

lower-half MPI library through the standard C/Fortran calling conventions, includ-

ing call by reference: passing pointer parameters from the upper half to the lower

half, where those pointers continue to refer to data in the upper half.

The isolation is needed so that at checkpoint time, the old lower half can be

omitted from the checkpoint image, and at the time of restart, replaced with a

small “bootstrap” MPI program with new MPI libraries. The bootstrap program

calls MPI_Init() and each MPI process discovers its MPI rank via a call to

MPI_Rank(). The memory present at this time becomes the lower half. The MPI

process then restores the upper-half memory from a checkpoint image file corre-

sponding to the correct MPI rank. Control is then transferred back to the upper-half

MPI application, and the original stack in the lower half is never used again.

The shared address space is needed for efficiency. Earlier work in the check-

pointing literature had used a separate proxy process instead of a lower half within

the same thread. This approach was explored in [48, Section IV.B] and in [129,

Section IV.A], where the former work reported a typical 6% runtime overhead for

real-world CUDA applications, and the latter reported runtime overheads of 20%

or higher in some of the OpenCL examples from the NVIDIA SDK 3.0. In contrast,

Section 7.2 reports typical overheads less than 2% for MANA under older Linux

kernels, and less than 1% runtime overhead for recent Linux kernels.

Finally, note that the ability to discard the lower half when creating a check-

point image file greatly simplifies the task of checkpointing. When the lower half

is discarded, the MPI application in the upper half appears as an isolated process

with no inter-process communication. Hence, the upper half does not involve net-

work communication or shared memory between processes. So, a single-process

checkpointing package suffices to create this checkpoint image.

A minor inconvenience of the current approach is that a call to sbrk() will

cause the kernel to extend the process heap in the data segment. Calls to sbrk()
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can be caused by invocations of malloc(). Since the kernel has no concept

of the upper and lower halves of a process, the kernel will choose, for example,

to extend the lower half data segment after restart since that corresponds to the

original program seen by the kernel before the upper-half memory is restored. So,

MANA interposes on calls to sbrk() in the upper-half libc, and then insert calls

to mmap() to extend the heap of the upper half.

An alternative approach of using dlopen/dlmopen was considered earlier

and then discarded. See Section 5.2.1.1 for a related discussion of why a process-

in-process approach using dlmopen is not feasible in this context.

Finally, MANA employs coordinated checkpointing, and a checkpoint coor-

dinator sends messages to each MPI rank at the time of checkpoint (see Sec-

tions 5.2.3, 5.2.4 and 5.2.5). MPI opaque objects (communicators, groups, topolo-

gies) are detected on creation and restored on restart (see Section 5.2.2). This is

part of a broader record-replay strategy by which MPI calls with persistent effects

(such as creation of these opaque objects) are recorded during runtime and replayed

on restart.

5.2.1.1 Discussion: Checkpointing the MPI Library

One approach to transparent checkpoint-restart of an MPI application would be to

save the state of the MPI library along with the application state to a file on the

disk; then, restore the MPI process, with the MPI library state and the application,

from the checkpoint file.

However, this requires the checkpointing package to recreate the underlying

network connections that the MPI library was using and, in some cases, to also

virtualize MPI library’s access to the communication layer [23].

While one could extend the checkpointing package to support the wide variety

of HPC communication networks, this requires significant development efforts and

is not extensible to future HPC environments.

Since an MPI rank only communicates with other MPI ranks through the MPI
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API, regardless of the underlying network, one could think of another transpar-

ent checkpointing approach that tracks and virtualizes at the MPI API layer (for

example, by interposing on the MPI library calls).

However, this attempt also fails for several reasons. The MPI library state that’s

saved and restored from the checkpoint file does not allow for re-initialization (i.e.,

the MPI library initialization, MPI_Init(), is non-reentrant). Furthermore, the

communicators and topologies that existed at checkpoint time, cannot be recreated

and restored, since the MPI library still retains pointers and state to those. While

one could virtualize these opaque identifiers, this leads to memory leaks, since

there’s no way to reclaim or reuse these library internal structures.

Thus, MANA takes a different approach: virtualizing and checkpointing at the

MPI API layer, while not saving and restoring the MPI library. This is important to

allow for replacement of an initialized MPI library with a fresh, uninitialized one

on restart.

This is achieved by MANA through the use of the split-process approach, which

enables an ephemeral MPI library in the MPI application process’s address space.

Ephemeral MPI Library To throw away regions of linked code at runtime (or

across checkpoint-restart), one requires the ability to robustly track and isolate the

memory regions being used by the different code segments, including any side

effects in a process’s address space.

Dynamic linking enables one to dynamically load and link in arbitrary pieces of

code at runtime. The GNU toolchain provides API’s, such as, dlopen, dlmopen,

to enable runtime, dynamic linking.

A first attempt to solve this problem using the runtime linker/loader’s dynamic

loading (e.g., dlopen and dlmopen) and unloading (e.g., dlclose) features

fails for several reasons.

The fundamental issue is that these features were not intended for the pur-

pose of isolating different data or code segments, but rather for allowing different,

dynamically-loaded pieces of code to share the same address space, including the
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Figure 51: Split process approach used by MANA. Note especially the second copy
of the runtime linker/loader. Libraries in the lower half use the lower half’s sep-
arate heap and stack segments. The side effects of libraries in the lower half are
tracked and restricted to the lower half memory regions.

process’s heap and stack segments. Thus, it is very difficult to robustly track and

isolate memory regions being used by the different code segments.

To get around this issue, one could try to use the dlclose function of the run-

time linker/loader to unload the region of code that one wants to throw away. But

this fails to provide the isolation we want. Note that dynamic loading and linking

depends on a destructor function implemented in a library to clean up any rem-

nants at unload time. A destructor that can clean up all of the library’s side effects in

memory is often difficult to write and fundamentally impossible in many cases [48].

Thus, this approach not only leads to memory leaks but a freshly loaded library can

fail to initialize if it finds any inconsistent state in process’s memory [48].

Finally, even with a destructor that can clean up a library’s side effects in pro-

cess’s memory, it’s difficult to handle saving and restoring of the state of an “ex-

ternal” subsystem that the library may be interacting with. For example, the MPI

library often talks to an MPI process manager to enquire about global state, such

as, the MPI rank of the current process.

Therefore, MANA uses the following approach for isolating the MPI library in
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an MPI process. The key idea is to have two separate runtime loaders, each with its

separate heap and stack. Recall that there’s just one runtime loader per process in

a Linux process, which is loaded at process startup time by the Linux kernel. The

loader is responsible for loading in all the dependencies of the target executable

and runtime symbol resolution (using the PLT).

So, MANA emulates what the kernel does at process startup: sets up a new stack

segment, a new heap segment, loads in a second runtime linker/loader, and finally

“asks” the second copy of the runtime linker/loader to load in the MPI library.

MANA keeps track of memory regions of the second runtime linker/loader creates

by interposing on its mmap calls. Also, since the second ld.so is only aware of the

new heap and stack, this is what it and the libraries it loads will continue to use.

Since the side effects of the MPI library are now restricted to “known” memory

regions, there are no memory leaks and these side effects cannot creep and pollute

the application’s memory regions. This allows MANA to easily “throw away” all of

these known memory regions across checkpoint-restart. On restart, MANA loads

in a new runtime loader with a new heap and stack and initializes it again.

Another advantage of this approach is that this is completely transparent to the

end-user application and requires no modifications to the runtime loader, the Linux

kernel, the application, or any library.

This approach allows MANA to efficiently interpose and virtualize at the MPI

API layer, and at the same time, allow for replacement of an initialized MPI library

with a fresh, uninitialized one on restart. Figure 51 shows the high-level architec-

ture of the split-process approach used by MANA.

A typical MPI application consists of distributed processes (MPI ranks) that

can create subgroups for communication, send messages to each other, and invoke

global barriers and do collective communication. Next, we discuss how MANA

saves and restores these three important components of an MPI computation.
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Figure 52: Checkpointing MPI point-to-point communication. (see Section 5.2.3)

5.2.2 Checkpointing MPI Communicators, Groups, and

Topologies

An MPI application can create communication subgroups and topologies for con-

necting groups of processes for ease of programmability and for efficient com-

munication. MPI implementations provide opaque handles to the application as a

reference to a communicator object or group.

MANA interposes on all calls that refer to these opaque identifiers, and virtual-

izes the identifiers. At runtime, MANA records any MPI calls that can modify the

MPI communication state, such as MPI_Comm_create, MPI_Group_incl,

etc. On restart, MANA recreates the MPI communicator state by replaying the MPI

calls using a new MPI library. So, while the new MPI library may provide different

opaque identifiers, the runtime virtualization allows the application to continue to

run with consistent handles across checkpoint-restart.

A similar checkpointing strategy also works for other opaque identifiers, such

as, MPI derived datatypes, etc.

5.2.3 Checkpointing MPI Point-to-Point Communication

Capturing the state of MPI processes requires quiescing the process threads, and

preserving the process memory to a file on the disk. However, this alone is not

sufficient to capture a consistent state of the computation. Any MPI messages that

were already sent but not yet received at the time of quiescing all the processes

must also be saved as part of the checkpoint.
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Figure 52 shows the state of a system with two MPI ranks, R1 and R2. Rank

R1 sends a message, m1, to rank R2 and then, receives a checkpoint request from

the user. On the other hand, rank R2 receives the checkpoint request before it can

receive the message, m1. If the state of the network channel, with the message, m1,

is not saved, this can lead to a deadlock on restart. This is because when rank R1 is

restored from the same point on restart, it remembers that it had sent the message in

the “past” and it is not going to send the message again; and since rank R2 had not

received the message at checkpoint time, it is going to get stuck when it resumes to

do the receive on restart.

Thus, MANA uses an MPI message draining algorithm to save all in-flight MPI

messages to capture the state of the network. The main idea is to publish local

information (send/receive counts, and pending sends) to a centralized key-value

database, and iterate until all unreceived messages have been received and buffered.

A similar approach was used in [23, Chapter 5.4.2]. Algorithm 2 describes the

approach in more detail.

At runtime, MANA keeps track of message send and receive requests to MPI.

In particular, it tracks the blocking, synchronous, and asynchronous send and re-

ceive requests. Note that the only information that is tracked is the number of such

requests and some additional metadata (like the communicator and datatype); the

message contents are not tracked. This allows MANA to compute the global set of

pending sends at each rank at any given point in time.

At checkpoint time, first, each rank publishes its local counts and a set of pend-

ing (unreceived) sends to a centralized key-value database. Second, each rank re-

ceives the information for all the ranks through the centralized database. Third,

each rank locally probes and tries to receive the unreceived sent messages. If the

receive is successful at a rank (meaning that some rank had sent it a message before

the checkpointing request arrived), the rank updates its local receive count. Finally,

each rank loops through the same set of these three steps, until the global send

count becomes less than or equal to the global receive count and there are no more

unreceived sent messages. (Note that the receive count can be higher than the send
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Algorithm 2 Algorithm for MPI message draining.
1: upon event Checkpoint request do
2: for all R ∈MPI Ranks do
3: pendingSends← GetLocalPendingSends()
4: PublishLocalSendAndRecvCounts(pendingSends)
5: GlobalBarrier()
6: <totalSends, totalRecvs>← GetGlobalCounts()
7: while totalSends > totalRecvs do
8: DrainMessages(pendingSends)
9: GlobalBarrier()

10: pendingSends← GetLocalPendingSends()
11: PublishLocalSendAndRecvCounts(pendingSends)
12: <totalSends, totalRecvs>← GetGlobalCounts()
13: end while
14: end for
15: function GETLOCALPENDINGSENDS

16: pendingSends← /0
17: for all s ∈MPI Asynchronous Send Requests do
18: if MPI_Test(s) = Success then
19: pendingSends← pendingSends ∪ {s}
20: end if
21: end for
22: return pendingSends
23: end function
24: procedure DRAINMESSAGES(pendingSends)
25: for all s ∈ pendingSends do
26: if MPI_Iprobe(s) = Success then
27: MPI_Recv(s, localBuffer)
28: UpdateLocalRecvCount()
29: end if
30: end for
31: end procedure
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count, since a rank might post receive requests even before any message has been

sent.)

After resuming from a checkpoint, any receive requests by the application are

matched against the receive requests that were completed during the execution of

Algorithm 2 (at checkpoint time) and returned locally.

Theorem 5.2.1. Algorithm 2 finishes without deadlocks, assuming a network with

reliable messaging.

Proof. If the total receive count is higher than the total send count, and there are no

pending sends, then there are no in-flight messages to drain.

None of the MPI calls used in draining of messages can block indefinitely (as-

suming a network with reliable messaging). Also, the call to MPI_Recv() in the

DrainMessages() function must also not block, since the only reason it was

executed was because the earlier MPI_Iprobe() call was successful. The MPI

standard guarantees that the receive will not block if the probe was successful.

Since at each iteration of the main loop the total receive count can only increase,

eventually, the control must break out of the loop.

5.2.4 Checkpointing MPI Collectives: Overview

The next challenge in checkpointing of MPI applications is about handling the MPI

barriers and collective communication.

MPI collective communication primitives involve communication amongst all

or a program-defined subset of MPI ranks (as specified by the MPI communicator

argument to the collective communication call). MANA’s support for collective

communication requires it to maintain the following invariant:

No checkpoint must take place while a rank is inside a collective com-

munication call.

Three subtle challenges exist in taking a consistent snapshot during a collective

communication. Recall that MANA employs a centralized checkpoint coordinator
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process (for synchronous checkpointing). The checkpoint coordinator communi-

cates with the MPI ranks through a protocol that will guarantee that no rank is

inside an MPI collective communication call at the time when the coordinator re-

quests a checkpoint.

Challenge I (consistency): In the case of a single MPI collective communication

call, there is a danger that rank A will see a request to checkpoint before

entering the collective call, and rank B will see the corresponding request

to checkpoint after entering the collective call, in violation of MANA’s in-

variant. Both ranks might report that they are ready to checkpoint, and the

resulting inconsistent snapshot would create problems during restart. This

situation could arise, for example, if the message from the checkpoint coor-

dinator to rank B is excessively delayed in the network. In order to resolve

this, MANA introduces a two-pass protocol in which the coordinator makes

a request (sends an intend-to-checkpoint message), each MPI rank acknowl-

edges with its current state, and finally the coordinator posts a checkpoint

request (possibly preceded by extra iterations).

Challenge II (progress and checkpoint latency): Given the previous solution for

consistency, there can still be long delays before a checkpoint request can be

sent. It may happen that rank A has already entered the barrier, and rank B

will require several more hours to finish its task before entering the barrier.

Hence, the two-pass protocol may create unacceptable delays before a check-

point can be taken. Algorithm 4) addresses this by introducing an additional,

trivial barrier: a call to MPI_Barrier() prior to the original collective com-

munication call. We refer to this as a two-phase algorithm since each collec-

tive call is now replaced by a wrapper function that invokes a trivial barrier

call (phase 1) followed by the original collective call (phase 2). The “trivial”

barrier call produces no side effects on the MPI rank, and so it can be safely

interrupted during checkpoint and the call can even be restarted at the time

of restarting the MPI application. This works because the split process archi-
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tecture of MANA means that only the upper half of an MPI rank (process) is

saved during checkpoint, and so there will be no inconsistent state associated

with the trivial barrier call in the lower half.

Challenge III (multiple collective calls): Until now, it was assumed that at most

one MPI collective communication call was in progress at the time of check-

point. It may happen that there are multiple ongoing collective calls. During

the time that some MPI ranks are exiting from one of the collective calls,

it may happen that there are MPI ranks associated with an independent col-

lective call that were formerly in the MPI trivial barrier (phase 1) and have

now entered the actual collective call (phase 2). To solve this, as will be

seen in Algorithm 4, after an intend-to-checkpoint message, no ranks will be

allowed to enter phase 2, the actual collective call, and extra iterations will

be inserted into the request-acknowledge protocol between coordinator and

MPI rank.

5.2.5 Checkpointing MPI Collectives: Detailed Algorithm

Next, we present a single algorithm (Algorithm 4) for checkpointing MPI collec-

tives that contains the elements described in Section 5.2.4: a multi-iteration proto-

col; and a two-phase algorithm incorporating an additional call to a trivial barrier

before the main collective communication call. From the viewpoint of the MPI

application, any call to an MPI collective communication function is interposed on

by a wrapper function, as shown in Algorithm 3.

Algorithm 3 Two-Phase collective communication wrapper. (This wrapper
function interposes on all calls of an MPI application to the corresponding
MPI collective communication function.)

1: function COLLECTIVE COMMUNICATION WRAPPER

2: . Begin Phase 1
3: Call MPI_Barrier() . trivial barrier
4: . Begin Phase 2
5: Call original MPI collective communication function
6: end function
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Recall that the trivial barrier is an extra call to MPI_Barrier() prior to the

collective call. The cost of the extra or trivial barrier is dominated by the collective

communication call, and hence it is usually negligible.

The key to this algorithm is to ensure the following extended statement of the

invariant in the previous section:

No checkpoint must take place while a rank is inside the collective

communication call (Phase 2) of a wrapper function for collective

communication (Algorithm 3).

We formalize this with the following theorem, which guarantees that the protocol

of Algorithm 4 satisfies this invariant.

Theorem 5.2.2. Under Algorithm 4, an MPI rank is never inside a collective com-

munication call when a checkpoint message is received from the checkpoint coor-

dinator.

The proof of this theorem is deferred until the end of this subsection. We begin

the path to this proof by stating an axiom that serves to define the concept of a

barrier.

Axiom 1. For a given invocation of an MPI barrier, it never happens that a rank A

exits from the barrier before another rank B enters the barrier under the “happens-

before” relation.

Next, we present the following two lemmas.

Lemma 5.2.3. For a given MPI barrier, if the checkpoint coordinator sends a mes-

sage to each MPI rank participating in the barrier, and if at least one of the reply

messages from the participating ranks reports that its rank has exited the barrier,

then the MPI coordinator can send a second message to each participating rank,

and each MPI rank will reply that it has entered the barrier (and perhaps also

exited the barrier).
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Figure 53: Fundamental “happens-before” relation in communication between the
checkpoint coordinator and the MPI ranks involved in an MPI barrier.

Proof. We prove the lemma by contradiction. Suppose that the lemma does not

hold. Figure 53 shows the general case in which this happens. At event 4, the

checkpoint coordinator will conclude that event 1 (rank A has exited the MPI bar-

rier) happened before event 2 (the first reply by each rank), which happened before

event 3 (in which rank B has not yet entered the barrier). But this contradicts Ax-

iom 1. Therefore, our assumption is false, and the lemma does indeed hold.

Lemma 5.2.4. Recall that an MPI collective communication wrapper makes a call

to a trivial barrier and then makes an MPI collective communication call. For a

given invocation of an MPI collective communication wrapper, we know that one

of four cases must hold:

(a) an MPI rank is in the collective communication call, and all other ranks are

either in the call or have exited;

(b) an MPI rank is in the collective communication call, and no rank has exited,

and every other rank has at least entered the trivial barrier (and possibly

proceeded further);

(c) an MPI rank is in the trivial barrier and no other rank has exited (but some

may not yet have entered the trivial barrier);
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(d) either no MPI rank has entered the trivial barrier, or all MPI ranks have

exited the MPI collective communication call.

Proof. The proof is by repeated application of Lemma 5.2.3. For case a, note that if

an MPI rank is in the collective communication call and another rank has exited the

collective call, then Lemma 5.2.3 says that there cannot be any rank that has not yet

entered the collective call. For case b, note that if an MPI rank is in the collective

communication call, then that rank has exited the trivial barrier. Therefore, by

Lemma 5.2.3, all other ranks have at least entered the trivial barrier. Further, we

can assume that there are no ranks that have exited the collective call, since we

would otherwise be in case a, which is already accounted for. For case c, not that

if an MPI rank is in the trivial barrier and no rank has exited the trivial barrier, then

Lemma 5.2.3. says that there cannot be any rank that has not yet entered the trivial

barrier. Finally, if we are not in case a, b, or c, then the only remaining possibility

is case d: all ranks have not yet entered the trivial barrier or all ranks have exited

the collective call.

We now continue with the proof of the main theorem (Theorem 5.2.2), which

was deferred earlier.

Proof. (Proof of Theorem 5.2.2 for Algorithm 4). Lemma 5.2.4 states that one

of four cases must hold in a call by MANA to an MPI collective communication

wrapper. We wish to exclude the possibility that an MPI rank is in the collective

communication call (case a or b of the lemma) when the checkpoint coordinator

invokes a checkpoint.

In Algorithm 4, assume that the checkpoint coordinator has sent an intend-to-

ckpt message, and has not yet sent a do-ckpt message. An MPI rank will either

reply with state ready or in-phase-1 (showing that it is not in the collective com-

munication call and that it will stop before entering the collective communication

call), or else it must be in Phase 2 of the wrapper (potentially within the collec-

tive communication call), and it will not reply to the coordinator until exiting the

collective call.
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Algorithm 4 Two-Phase algorithm for deadlock-free checkpointing of MPI
collectives

1: Messages: {intend-to-checkpoint, extra-iteration, do-ckpt}
2: MPI states: {ready, in-phase-1, exit-phase-2}

3: Process Checkpoint Coordinator do
4: function BEGIN CHECKPOINT

5: send intend-to-ckpt msg to all ranks
6: receive responses from each rank
7: while some rank in state exit-phase-2 do
8: send extra-iteration msg to all ranks
9: receive responses from each rank

10: end while
11: send do-ckpt msg to all ranks
12: end function

13: Process MPI Rank do
14: upon event intend-to-ckpt msg or extra-iteration msg do
15: if not inCollectiveWrapper then
16: reply to ckpt coord: state← ready
17: end if
18: if inCollectiveWrapper and in Phase 1 then
19: reply to ckpt coord: state← in-phase-1
20: end if
21: if inCollectiveWrapper and in Phase 2 then
22: . guaranteed ckpt coord won’t request ckpt here
23: finish executing coll. comm. call
24: reply to ckpt coord: state← exit-phase-2
25: . ckpt coord can request ckpt after this
26: set state← ready
27: end if
28: continue, but wait before next coll. comm. call
29: upon event do-ckpt msg do
30: . guaranteed now that no rank is in phase 2 during ckpt
31: do local checkpoint for this rank
32: . all ranks may now continue executing
33: if this rank is waiting before coll. comm. call then
34: unblock this rank and continue executing
35: end if
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Theorem 5.2.5. Under Algorithm 4, deadlock will never occur. Further, the delay

between the time when all ranks have received the intend-to-checkpoint message

and the time when the do-ckpt message has been sent is bounded by the maximum

time for any individual MPI rank to enter and exit the collective communication

call, plus the usual network message latency.

Proof. The algorithm will never deadlock, since each rank must either makes progress

based on the normal MPI operation or else it stops before the collective commu-

nication call. If any rank replies with the state exit-phase-2, then the checkpoint

coordinator will send an additional extra-iteration message. So, at the time of

checkpoint, all ranks will have state ready or in-phase-1.

Next, the delay between the time when all ranks have received the intend-to-

checkpoint message and the time when the do-ckpt message has been sent is clearly

bounded by the maximum time for an individual MPI rank to enter and exit the

collective communication call, plus the usual network message latency. This is the

case since once the intend-to-checkpoint message is received, no MPI rank may

begin to enter the collective communication call. So, upon receiving the intend-to-

checkpoint message, either the rank is already in Phase 2 or else it will remain in

Phase 1 and will not enter the call.

Implementation of Algorithm 4: At the time of process launch for an MPI rank,

a separate checkpoint helper thread is also injected into each rank. This thread

is responsible for listening to incoming checkpoint-related messages from a sepa-

rate coordinator process and then responding. This allows the MPI rank to asyn-

chronously process events based on messages received from the checkpoint coor-

dinator. Furthermore at the time of checkpoint, the existing threads of the MPI

rank process are quiesced (paused) by the helper thread, and the helper thread

carries out the checkpointing requirements, such as copying to stable storage the

upper-half memory regions. The coordinator process does not participate in the

checkpointing directly. In the implementation, a DMTCP coordinator and DMTCP
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checkpoint thread [7] are modified to serve as checkpoint coordinator and helper

thread, respectively.

5.2.6 Implementation and Verification with TLA+/PlusCal

The MANA prototype was implemented by extending DMTCP [7] and by devel-

oping a DMTCP plugin [8]. We used DMTCP version 3.0 for developing the pro-

totype. DMTCP uses a helper thread inside each application process, and a coor-

dinated checkpointing protocol by using a centralized coordinator daemon. Since

this was close to the design requirements of MANA, we leveraged this infrastruc-

ture and extended the DMTCP coordinator to implement the two-phase algorithm.

However, one could equally well have modified an existing MPI coordinator

process to communicate with a custom helper thread in each MPI rank that then

invokes BLCR when it is required to execute the checkpoint. In particular, all

sockets and other network communication objects are inside the lower half, and so

any single-process checkpointing package suffices for this work.

To gain further confidence in our implementation for handling collective com-

munication (Section 5.2.5), we developed a model for the protocol in TLA+ [75]

and then used the PlusCal model checker of TLA+ based on TLC [148] to verify

Algorithm 4. Specifically, PlusCal was used to verify the algorithm invariants of

deadlock-free execution and consistent state when multiple concurrent MPI pro-

cesses are executing. The PlusCal model checker did not report any deadlocks or

broken invariants for our implementation.

5.3 Limitations

Next, we discuss the limitations of this work.

While the split-process approach for checkpointing and process migration is

quite flexible, it does include some limitations inherited by any approach based on

transparent checkpointing. Naturally, when restarting on a different architecture,

the CPU instruction set must be compatible. In particular, on the x86 architec-
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ture, the MPI application code must be compiled to the oldest x86 sub-architecture

among those remote clusters where one might consider restarting a checkpoint im-

age. (However, the MPI libraries themselves may be fully optimized for the local

architecture, since restarting on a remote cluster implies using a new lower half.)

Similarly, the MPI application must be limited to the oldest MPI version on which

one might wish to restart. But on the brighter side, a very long-running application

can use MANA to survive a systems upgrade that installs a newer MPI library, a

newer Linux kernel, or upgrades the x86 CPU.

Similarly, while MPI implies a standard API, any local extensions to MPI must

be avoided. The application binary interface (ABI) used by the compiled MPI ap-

plication must either be compatible or else a “shim” layer of code must be inserted

in the wrapper functions for calling from the upper half to the lower half. Simi-

larly, the constant values of the MPI constants must be the same on all MPI imple-

mentations being used, or else MANA must add process virtualization code [8] to

virtualize each of the MPI constants.

And of course, the use of a checkpoint coordinator implies coordinated check-

pointing. If a single MPI rank crashes, MANA must restore the entire MPI compu-

tation from an earlier checkpoint.

MPI version 3 has added nonblocking collective communication calls (e.g.,

MPI_Igather). In future work, we propose to extend the two-phase algorithm for

collective communication of Section 5.2.5 to the nonblocking case. The approach

to be explored would be to employ a first phase that uses a nonblocking trivial

barrier (MPI_Ibarrier), and to then convert the actual asynchronous collective call

to a synchronous collective call (e.g., MPI_Gather to MPI_Igather) for the second

phase. Nonblocking variations of collective communication calls are typically used

as performance optimizations in an MPI application. If an MPI rank reaches the

collective communication early, then instead of blocking, it can continue with an

alternate compute task while occasionally testing (via MPI_Test/MPI_Wait) to see

if the other ranks have all reached the barrier. In the two-phase analog, a wrap-

per around the nonblocking collective communication causes MPI_Ibarrier to be
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invoked. When the ranks have all reached the nonblocking trivial barrier and the

MPI_Test/MPI_Wait calls of the original MPI application reports completion of the

MPI_Ibarrier call of phase 1, then this implies that the ranks are all ready to enter

the actual collective call of phase 2. A wrapper around MPI_Test/MPI_Wait can

then invoke the actual collective call of phase 2.

5.4 Related Work

Hursey et al. [65] developed a network-agnostic checkpointing service for Open MPI.

It relies on BLCR for checkpointing a single isolated process and relies on the MPI

implementation to handle network connections. This requires disconnecting net-

work services prior to checkpointing and then reconnecting at resume time. This

not only imposes a large checkpointing overhead, but also suffers because BLCR

does not support checkpointing of SysV shared memory, which is typically used

for intra-node communication internal to MPI.

Separate proxy processes for high- and low-level operations have been pro-

posed both by CRUM (for CUDA) and McKernel (for the Linux kernel). CRUM [48]

showed that by running a non-reentrant library in a separate process, one can work

around the problem of a library “polluting” the address space of the application

process — i.e., creating and leaving side-effects in the application process’s ad-

dress space. This decomposition of a single application process into two processes,

however, forces the transfer of data between two processes via RPC, which can

cause a large overhead.

McKernel [50] runs a “lightweight” kernel along with a full-fledged Linux ker-

nel. The HPC application runs on the lightweight kernel, which implements time-

critical system calls. The rest of the functionality is offloaded to a proxy process

running on the Linux kernel. The proxy process is mapped in the address space of

the main application, similar to MANA’s concept of a lower half, to minimize the

overhead of “call forwarding” (argument marshalling/un-marshalling).

In general, a proxy process approach is problematic for MPI, since it can lead



CHAPTER 5. MANA FOR MPI 63

to additional jitter as the operating system tries to schedule the extra proxy process

alongside the application process. The jitter harms performance since the MPI

computation is constrained to complete no faster than its slowest MPI rank.

Process-in-process [63] has in common with MANA that both approaches load

multiple programs into a single address space. However, the goal of process-in-

process was intra-node communication optimization, and not checkpoint-restart.

Process-in-process loads all MPI ranks co-located on the same node as separate

threads within a single process, but in different logical “namespaces”, in the sense

of the dlmopen namespaces in Linux. (This is in contrast to MANA, which loads

a lower-half and upper-half program into the address space for a single MPI rank

that runs as a single thread.)

It would be difficult to adapt process-in-process for use in checkpoint-restart

since that approach implies a single “ld.so” run-time linker library that managed all

of the MPI ranks. In particular, difficulties occur when restarting with fresh MPI

libraries while “ld.so” retains pointers to destructor functions in the pre-checkpoint

MPI libraries.

In the special regime of application-specific checkpointing for bulk synchronous

MPI applications, Sultana et al. [126] supported checkpointing by separately sav-

ing and restoring MPI state (MPI identifiers such as communicators, and so on).

This is combined with application-specific code to save the application state. Thus,

when a live process fails, it is restored using these two components, without the

need restart the overall MPI job.



CHAPTER 6

Coexistence of Big and Little Jobs: Shiraz for

Improving Large-scale System Throughput

6.1 Overview

At exascale, computational science applications will need to spend more than 40%

of execution time on resilience mechanisms, due to orders of magnitude higher

failure rate at exascale [40, 41, 136].

To address this challenge, this work presents a novel approach, Shiraz, that uses

variations in checkpointing overhead among scientific applications and knowledge

of temporal characteristics of failures to improve the overall system throughput

(defined as total useful work done per unit time). The key idea is to schedule

applications with higher checkpointing overhead during periods of relatively high

reliability (with a lower failure rate), while applications with lower checkpointing

overhead are scheduled during periods with relatively low reliability (with a higher

failure rate). The intuition behind this idea comes from the following insight.

Applications with higher checkpointing overhead have a relatively large optimal

checkpointing interval and hence, the amount of average lost work per failure is

also higher. Therefore, scheduling an application with higher checkpointing over-

head during periods of relatively higher reliability is likely to result in lower overall

lost work. By scheduling those applications having lower checkpointing overhead

during periods of lower reliability (higher system failure rate), the amount of lost

64
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work per failure can be decreased. Therefore, these schemes combined together

can increase the useful work done per failure occurrence. But, it is challenging to

effectively design a scheme based on this idea for several reasons.

First, the scheme relies on timely and accurate identification of time periods

with varying failure rates. Second, while the scheme improves the system through-

put, it also needs to ensure that the performance of individual applications is not

degraded. Third, the system failure rate continually changes over time. Therefore,

it is critical to adapt to the changing failure rate by switching between applications

with different checkpointing overheads.

To this end, this work answers the following questions: (1) How to accurately

identify and quantify changing reliability characteristics of a system? (2) How to

leverage the above information to schedule applications with different checkpoint-

ing overheads, such that the overall system throughput is improved without hurting

individual applications? This work is based on real system experiments, analytical

models, and statistical techniques.

This work also presents a novel variant of Shiraz, called Shiraz+, which re-

duces the overall checkpointing overhead of the system while improving the sys-

tem throughput and maintaining individual application performance levels. Shiraz+

trades the throughput gains obtained by Shiraz for a reduction in the checkpointing

overhead of the application with the high checkpointing overhead. The intuition

behind this idea comes from the insight that the high checkpointing overhead ap-

plication is already running in a relatively higher reliability zone, and thus, it can

afford to reduce its checkpointing frequency, without suffering a throughput degra-

dation.

6.2 Shiraz: Design and Analytical Model

In a multi-application environment, a fair scheduler switches the applications at

every failure, as shown in Figure 61. By switching at every failure, the sched-

uler provides each application an equal chance to do useful work. This traditional



CHAPTER 6. IMPROVING LARGE-SCALE SYSTEM THROUGHPUT 66

Failure

App 1 Useful Work

App 1 Checkpoint

App 1 Lost Work

App 2 Useful Work

App 2 Checkpoint

App 2 Lost Work

Failure Failure

Figure 61: Conventional scheduling (Baseline): Switch between applications after
every failure.
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Figure 62: Heavyweight application is likely to have higher average lost work per
failure.

approach does not exploit the two key factors discussed in Section 2.5: temporal

recurrence characteristics of failures, and variation in checkpointing cost among

applications.

First, we point out that the average lost work due to a failure is different for dif-

ferent types of applications. Figure 62 shows that an application with higher check-

pointing overhead (referred as heavyweight application) is likely to have higher

average lost work compared to an application with relatively lower checkpointing

overhead (referred as lightweight application). This is because the optimal check-

pointing interval (OCI) for the heavyweight application is larger than the OCI of

lightweight application, according to Daly’s formula:
√

2Mδ − δ , where M is the

system MTBF and δ is the checkpoint overhead of the application. Thus, larger

OCI leads to higher average lost work due to a failure (Figure 62).
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Figure 63: Shiraz switches two applications in between two failures to reduce the
overall lost work per failure by scheduling the heavyweight application during pe-
riods with relatively lower system failure rate.

Implication: It is beneficial to schedule the heavyweight application when the

system MTBF is higher. Unfortunately, it is hard to find consistent higher MTBF

periods during the operational time of a system and a sub-optimal choice may re-

sult in performance degradation for the heavyweight application (as discussed in

Section 2.5). To address this challenge, we leverage the non-constant failure rate

between two failures. The hazard rate decreases between two failures and hence,

statistically, the probability of a failure is higher right after a failure and it decreases

over time. This observation can be exploited by scheduling the lightweight appli-

cation before scheduling the heavyweight application.

Shiraz Key Idea: The key idea is to intelligently schedule applications with

different checkpointing overheads between two failures. Shiraz schedules a heavy-

weight application during periods with relatively lower system failure rate, while

a lightweight application is scheduled during periods with relatively higher sys-

tem failure rate (as demonstrated in Figure 63). Scheduling an application with

high checkpointing overhead (i.e., larger OCI) during the later part of the failure

rate curve is likely to result in lower overall lost work. Similarly, scheduling a

lightweight application (i.e., smaller OCI) during the earlier part of the failure rate

curve decreases the amount of lost work per failure. Therefore, it increases the

useful work done per failure occurrence. However, this creates new challenges.

As Figure 64 shows, while switching late, in order to avoid failures, may po-

tentially save large amount of average lost work per failure for the heavyweight
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application, it can also degrade the performance for the heavyweight application.

This is because the application cannot produce the same amount of useful work

as in the baseline, where each application gets a fair share of the runtime. On the

other hand, switching too soon (1) exposes the heavyweight application to a higher

failure rate, and (2) degrades the performance of the lightweight application. There-

fore, Shiraz encapsulates an analytical model that determines the optimal switching

point to dynamically adapt to the failure rate.

The formulation and details of this model are presented below. We refer to

the lightweight application as LW and the heavyweight application as HW . Using

Daly’s formula, the OCI’s for the two applications can be expressed as:

OCILW =
√

2MδLW−δ and OCIHW =
√

2MδHW−δ (6.1)

Where system MTBF, checkpoint overhead for light weight application and

heavy weight application are denoted by M, δLW , and δHW , respectively.

First, we need to estimate the baseline performance for the two given appli-

cations. Recall, that in the conventional scheme, the applications are switched at

every failure. Let us suppose that both the applications are executed for a total of

Ttotal time. We note that switching at a failure boundary is equivalent to switching

after an infinite amount of time since the last failure. This helps in developing a

unified framework for modeling both baseline and Shiraz.

Estimating different components of the execution (useful work, checkpoint

overhead, and lost work) requires knowing the number of failures. The number

of failures between two time instances (tstart and tend) can be estimated as follows:

Failnum
(tstart,tend)

=
Ttotal

M
× (e−(

tstart
λ

)β

− e−(
tend

λ
)β

) (6.2)

Where λ and β are the scale and shape parameter for Weibull distribution,

respectively (Section 2.5). We note that the scale parameter can be derived from

the MTBF: λ = M
Γ(1+ 1

β
)
. Eq. 6.2 can be used to derive the total number of failures
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Figure 64: Effect of different switch points between failures.

in time Ttotal as follows.

Failnum
total =

Ttotal

M
× (1− e−(

Ttotal
λ

)β

) (6.3)

In the baseline case, where the application gets switched at every failure, each

of the two applications essentially gets to run for Ttotal
2 time (in the baseline case

Ttotal =
Ttotal

2 ). Thus, the total lost work in the baseline case for both applications

can be estimated as:

T LW
lost-base = ε× (OCILW +δLW)×Failnum

total (6.4)

T HW
lost-base = ε× (OCIHW +δHW)×Failnum

total (6.5)

Where ε is the average fraction of lost work per failure. For estimating use-

ful work and checkpointing overhead, we can divide the time segment between

two failures in chunks of optimal checkpointing interval plus checkpointing over-

head (OCI+ δ ). For probabilistic modeling, one can imagine that there are in-

finite such segments and calculate the probability of failure after each segment.

Note that the average number of such segments is M
(OCI+δ ) . As discussed pre-

viously, the number of failures between time segments i and i + 1 is given by

Failnum
(i×(OCILW+δLW),(i+1)×(OCILW+δLW)). As a short hand notation, we denote this as

Failnum
i,i+1(OCILW+δLW). Successful completion of a segment results in useful work
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equivalent to the optimal checkpointing interval. Therefore, the useful work for the

two applications in the baseline case can be mathematically expressed as:

T LW
useful-base =

∞

∑
i=1

i×OCILW×Failnum
i,i+1(OCILW +δLW) (6.6)

T HW
useful-base =

∞

∑
i=1

i×OCIHW×Failnum
i,i+1(OCIHW +δHW) (6.7)

Similarly, the checkpointing overhead per successful segment of (OCI + δ ) is

equal to the cost of one checkpoint. Therefore, the I/O overhead in the baseline

case is:

T LW
io-base =

∞

∑
i=1

i×δLW×Failnum
i,i+1(OCILW +δLW) (6.8)

T HW
io-base =

∞

∑
i=1

i×δHW×Failnum
i,i+1(OCIHW +δHW) (6.9)

This approach of modeling leads to an elegant formulation for the Shiraz case as

well. The index for the summation terms does not range from 1 to ∞ now. Instead,

for the lightweight application, the index will range from 1 to the switching point

(k). We refer to the switching point as the number of checkpoints (say, k) the

lightweight application takes before yielding to the heavyweight application. Note

that the total time period the lightweight application gets to run is k× (OCILW +

δLW). For the heavyweight application, the index will range from k to ∞. Note

that for the heavyweight application, each of the segments (i, i+ 1, . . . ) are still

(OCIHW + δHW) long, but the first such segment starts after k× (OCILW + δLW)

time since the last failure. Now, we can write the expressions for useful work,

checkpointing overhead, and lost work for the Shiraz case as follows:
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T LW
useful-shiraz =

k

∑
i=1

i×OCILW×Failnum
i,i+1(OCILW +δLW) (6.10)

T HW
useful-shiraz =

∞

∑
i=k

i×OCIHW×Failnum
i,i+1(OCIHW +δHW) (6.11)

T LW
io-shiraz =

k

∑
i=1

i×δLW×Failnum
i,i+1(OCILW +δLW) (6.12)

T HW
io-shiraz =

∞

∑
i=k

i×δHW×Failnum
i,i+1(OCIHW +δHW) (6.13)

T LW
lost-shiraz = ε× (OCILW +δLW)×Failnum

LW-fraction (6.14)

T HW
lost-shiraz = ε× (OCIHW +δHW)×Failnum

HW-fraction (6.15)

We note that the failure can still occur before k checkpoints of the lightweight

application. Our model is probabilistic and hence, sums up the probabilities over

all the segments. Failnum
LW-fraction refers to the number of failures observed during the

time lightweight application runs (i.e., after a failure until k checkpoints, summed

over all such periods). Similarly, Failnum
HW-fraction refers to the number of failures

observed during the time heavyweight application gets to runs (i.e., after k check-

points of the lightweight application until the next failure, summed over all such

periods).

Where is optimal point (optimal value of k)?: If the goal is to simply maxi-

mize the system throughput (useful work done per unit time), one can simply set k

to ∞ . However, this results in starvation of the heavyweight application. In this ap-

proach, the system throughput improvement comes from favoring the lightweight

application over the heavyweight application at all times. The key constraint is

that both applications should not see any performance degradation compared to the

baseline. That is,

T LW
useful-shiraz ≥ T LW

useful-base and T HW
useful-shiraz ≥ T HW

useful-base (6.16)

Note that a range of values for k will satisfy Eq. 6.16. The highest of the values

of k in this range will be the theoretical optimal switching point. It will result in the
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Figure 65: Shiraz+: Reducing the checkpointing overhead.

maximum useful work done per unit time for the whole system. However, it will not

necessarily be fair to both the applications. Recall that increasing k improves the

lightweight application’s performance (useful work done per unit time), however, it

also decreases the heavyweight application’s performance. Therefore, choosing the

highest such value of k that satisfies Eq. 6.16 will result in zero improvement for

heavyweight application. To address this issue, Shiraz choose a sub-optimal value

of k that provides fairness, i.e., equal benefits to both the applications. Therefore,

Shiraz uses the following constraints to derive optimal value of k:

T LW
useful-shiraz−T LW

useful-base = T HW
useful-shiraz−T HW

useful-base

s.t. (T LW
useful-shiraz−T LW

useful-base)≥ 0

and (T HW
useful-shiraz−T HW

useful-base)≥ 0

Shiraz solves this optimization problem numerically to determine the optimal

switching point (k) such that the system throughput is maximized but both applica-

tions are treated fairly. Shiraz will return k = ∞ if no system throughput improve-

ment can be achieved in the above equation.

Shiraz+ for reducing I/O overhead: Shiraz model demonstrates that choos-

ing optimal switching point can lead to an improvement in system throughput with-

out performance degradation for individual applications, but it does not specifically

address the problem of high data movement caused by checkpointing. Checkpoint-

ing causes excessive pressure and contention on the I/O subsystem. Therefore,

reducing checkpointing overhead leads to alleviating the I/O pressure, reduction in

data movement (i.e., higher energy efficiency), and potentially better performance
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for other applications too. Shiraz+ works on top of Shiraz and trades the additional

performance gain obtained by Shiraz to reduce the checkpointing overhead.

The key idea is to increase the checkpointing interval of heavyweight applica-

tion (Fig 65). The intuition behind this idea is simple: heavyweight application

observes effectively higher MTBF and hence, can afford to run at a checkpointing

interval that is larger than its OCI (and thus, reduce the I/O cost), though at the risk

of losing performance.

Determining the new checkpointing interval for heavyweight application is a

new optimization problem that Shiraz and Shiraz+ open up. But, for this work,

Shiraz+ takes a relatively simpler approach and explores increasing the OCIHW by

an integer factor (2×,3×, . . . ) and evaluating its impact on performance and check-

pointing overhead (Section 7.3). We also note that this is a more practical approach

since it does not require the application programmers to change the checkpointing

interval to some new value (e.g., 2× stretch in OCI can be emulated at the system

level).

Interestingly, Shiraz’s choice of a sub-optimal value of k helps Shiraz+. The

sub-optimal value of k ensures that the heavyweight application’s performance also

improves. This allows Shiraz+ to trade this performance improvement for a lower

checkpointing overhead. If theoretically optimal value of k was chosen, no such

opportunity would exist, and increasing OCI for the heavyweight application will

lead to performance degradation.

Shiraz+ does not alter the checkpointing interval of lightweight application for

two reasons: (1) it has a lower impact on the overall checkpointing overhead (due

to the lower cost of taking one checkpoint); and (2) it requires a re-adjustment to

the the optimal switch point, which would further complicate the determination

of optimal switching point. Note that Shiraz+ has no impact on the performance

or checkpointing overhead of lightweight application. We evaluate Shiraz+ thor-

oughly under different scenarios, and analyze its impact on I/O overhead and per-

formance in Section 7.3.
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6.3 Shiraz: Analytical Model Validation

In this section, we validate the Shiraz model with a discrete-event simulator that

simulates multiple applications with different characteristics running on an HPC

system.

The goal of the validation is demonstrate that our probability theory based

model has accurate estimations when compared to the discrete event simulation.

This validation exercise will also form the basis for demonstrating that the opti-

mal switch point predicted by Shiraz model matches with the optimal switch point

obtained via extensive simulation (Section 7.3).

Our discrete-event simulator executes an application with a given checkpointing

overhead on a system with a given MTBF. The application takes periodic check-

points at optimal checkpointing interval. The application restarts from the latest

checkpoint when a failure strikes. The failures are generated from a Weibull dis-

tribution. Since we are interested in analyzing the switching points between two

different types of applications, we simulate two scenarios: (1) first application: an

application is executed first and after some specified time, it is switched out. From

the validation perspective, it is irrelevant what happens after the application of in-

terest is switched out. We need to validate the application characteristics for the

time frame for which the application of interest was run; and (2) second applica-

tion: in this case, after some specified time, the application of interest is scheduled

and run. From the validation perspective, it is irrelevant what happens before the

application of interest is scheduled. Essentially, the goal is to not make any as-

sumptions about relationship between the two applications being run (for example,

one lightweight and other heavyweight).

We simulated a wide range of scenarios and validated our model against the

simulation. For brevity, we show validation results only for representative parame-

ters (Figure 66). We ran both the cases described earlier. An application is switched

out or started at different times (expressed as fraction of MTBF for easy interpreta-

tion; results were similar for longer time periods.). We simulated an application for
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Figure 66: Shiraz model matches with the discrete-event based simulator for a wide
range of parameters and scenarios.

a total of 1000 hours under different scenarios: MTBF of 20 hours and 5 hours (rep-

resentative of peta- and exa-scale systems, respectively), and 30 seconds and 300

seconds checkpointing overhead. Failure events were generated from the Weibull

distribution using the shape parameter β of 0.6. The scale parameter is determined

by the MTBF and the shape parameter. We only show the useful work and the

checkpointing overhead here, since the lost work, by definition, will be validated,

if these other two components match. The average fraction of lost work ε parame-

ter was estimated to be 0.45. These parameter values match with other studies and

are true for many systems [10, 25, 112, 125, 136]. We obtained similar results with

other values in the range.

From Figure 66, we make several observations. First, Shiraz model matches

closely with the simulation across a number of parameters and scenarios. We ob-

served similar results for the time longer than the MTBF and other parameters. For
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example, in the case of the second application, the average difference in the check-

pointing overhead between the model and the simulation for petascale and exascale

systems is 0.06 hours and 0.14 hours, respectively.

Second, Shiraz model matches the simulation for both the application execution

cases. For example, the average difference in the useful work between model and

simulation for first and second applications is 2.1 and 2.2 hours, respectively. One

can note the lack of data points in the case of the first application in Figure 66. This

is because the data points are limited to integer multiples of application’s OCI.

Recall that when an application is executed first, it can be switched out only after

a checkpoint, and it can invoke a maximum of MTBF
OCI checkpoints before getting

switched out. However, for second application case, we can assume any arbitrarily

small OCI for the application that ran first and was switched out. This implies

that we can switch in the second application at any point resulting in a smoother

validation curve.

Finally, the model matches well for both applications for both useful work and

checkpoint overhead. For example, application with 300 sec checkpointing over-

head for petascale system observes less than 3 hours and 0.5 hours of average dif-

ference between model and simulation. This is critical as the choice of an optimal

switching point relies on accurate estimation of both components.

6.4 Related Work

A large number of previous HPC studies have focused on performing failure anal-

ysis and developing checkpointing methods for fault tolerance. HPC system and

application logs are extensively studied to extract information about the character-

istics of failures [15, 39, 44, 101, 112, 117]. More recent studies have used neural

networks, statistical learning and big-data analytics to model failure characteristics

and provide potential root causes [109, 110].

These works complement our study in identifying the temporal behavior of

failures in HPC systems. However, they neither provide the reason behind the
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temporal locality, nor do they utilize it to reduce checkpoint overhead and improve

useful work.

In order to improve the checkpointing overhead, past studies have provided dif-

ferent derivations for application-specific OCI [32, 82, 94, 125, 136, 147]. Our

work relies on and is complementary to these studies as it schedules jobs using the

proposed OCI values to improve system throughput. Some recent studies have also

proposed to use multi-level checkpointing: a strategy that checkpoints at differ-

ent levels (memory, SSD, PFS) to tolerate different types of failures, based on the

temporal and spacial distribution of the failures [11, 34, 35, 86]. Another method

called incremental checkpointing proposes to only store the state of the data which

has been modified since the last checkpoint, thus potentially reducing I/O over-

head [42, 89].

On the other hand, several studies have sought to use faster storage options

such as SSD-based burst buffers to reduce the overhead of writing the checkpoint

files [9, 81, 123]. Guler and Ozkasap [53] explore different compression methods

to determine the most competent one to store a checkpoint image.

All of the above optimizations, which target different methods of reducing

checkpointing overhead, can be used in conjunction with Shiraz, which targets ef-

ficient scheduling as a way to improve system throughput and decrease the check-

pointing overhead.

Bouguera et al. [20] propose an application-oriented resilience scheme that

combines predictive, proactive, and preventive checkpointing, by tracking and draw-

ing correlation graphs between faults and failures. Several other works have devel-

oped reliability-aware task scheduling strategies that optimize the degree of job

replication to reduce communication interference and/or energy consumption [87,

131, 144, 150]. However, replication for increased reliability also increases con-

sumption of valuable compute and energy resources. Tiwari et al. [136] introduced

Lazy checkpointing that uses temporal locality of failures to dynamically adjust the

checkpointing frequency of an application to reduce I/O overhead.

Lazy checkpointing results in non-equidistant checkpoints because the rate of
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increase of interval depends on the hazard rate. Unfortunately, non-equidistant

checkpoints are unattractive for many applications because some domain scientists

may use checkpoints to monitor the progress of the simulation; non-equidistant

checkpoints make it difficult to monitor such progress. On the contrary, both Shi-

raz and Shiraz+ provide equidistant checkpoints. Shiraz+ shows that it is possible

to increase the OCI by a factor, reduce I/O overhead and still achieve significant

performance improvement unlike Lazy checkpointing. Therefore, techniques pro-

posed in this work are more practical strategies, which improve performance, I/O

overhead and work even when scheduling multiple applications unlike Lazy check-

pointing [136].



CHAPTER 7

Evaluation

This chapter presents the results of experimental evaluation of the transparent check-

pointing techniques described in the previous chapters. The evaluation is driven by

experiments with real-world HPC application benchmarks using different prototype

implementations, and guided by real-world HPC system parameters.

7.1 CRUM: Experimental Evaluation

The goal of this section is to present a detailed analysis of the performance of

CRUM. In particular, this section answers the following questions:

Q1 What’s the overhead of running a CUDA (or a CUDA UVM) application

under CRUM?

Q2 Does CRUM provide the ability to checkpoint CUDA (and CUDA UVM)

applications?

Q3 Can CRUM improve a CUDA UVM based application’s throughput by re-

ducing the checkpointing overhead?

Q4 Is the approach scalable?

7.1.1 Setup

To answer the above questions, we first briefly describe our experimental setup and

methodology.

79
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7.1.1.1 Hardware

The experiments were run on a local cluster with 4 nodes. Each node is equipped

with 4 NVIDIA PCIe-attached Tesla P100 GPU devices, each with 16 GB of RAM.

The host machine is running a 16-core Intel Xeon E5-2698 v3 (2.30 GHz) processor

with 256 GB of RAM. Each node runs CentOS-7.3 with Linux kernel version 3.10.

7.1.1.2 Software

Each GPU runs NVIDIA CUDA version 8.0.44 with driver 396.26. Experiments

use DMTCP [7] version 3.0. We developed a CRUM-specific DMTCP plugin [8]

for checkpoint-restart of NVIDIA CUDA UVM applications.

The DMTCP CRUM plugin (referred to as the CRUM plugin from here on-

wards) interposes on the CUDA calls made by the application. The interposition

code is generated in a semi-automated way, where a user specifies the prototype of

a CUDA function, and whether the call needs to be logged. This not only allows us

to cover the extensive CUDA API, but also allows for ease of maintainability and

for future CUDA extensions.

The plugin forwards the requests, over a SysV shared memory region, to a

proxy process running on the same node. The forwarded request is then executed

by the proxy process, which then returns the results back to the application. To im-

prove the performance, we use well-studied concepts from pipelining of requests, to

allow the application to send requests without blocking. Blocking requests, such as,

cudaDeviceSynchronize, result in a pipeline flush. For data transfers (both

for UVM shadow page data and for cudaMalloc data) we use Linux’s Cross

Memory Attach (CMA) to allow for data transfers using a single copy operation.

7.1.1.3 Application Benchmarks

We use Rodinia 3.1 [27] benchmarks for evaluating CRUM for CUDA applications.

Note that the Rodinia benchmarks do not use UVM, and can be run even with
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CUDA 2.x. They are included here to show comparability of the new approach

with the older work from 2011 and earlier using CUDA 2.x [90, 129, 130].

We note that CheCUDA [130] does not work for modern CUDA (i.e., CUDA

version 4 and above) because it relies on a single-process checkpoint-restart ap-

proach. CheCL [129] only supports OpenCL and does not work with CUDA. We

tried compiling the CRCUDA [128] version available online [127], but it failed

to compile with CUDA version 8. It didn’t work for the benchmarks used in our

experiments, after applying our compilation fixes.

To evaluate CRUM using UVM-managed memory allocation, we run a GPU-

accelerated build of two DOE benchmarks: a high-performance geometric multi-

grid proxy application (HPGMG-FV [78]), and a test application using a produc-

tion linear system solver library (HYPRE [83]). For the HYPRE library, we run

the test driver for an unstructured matrix interface using the AMG-PCG solver. For

HPGMG-FV, we evaluate two versions: the standard HPGMG-FV benchmark with

one grid (the master branch, as described in [115]), and an AMR proxy modifica-

tion with multiple AMR levels (the amr_proxy branch, as described in [114]).

We focus on HPGMG-FV and HYPRE because they are scientific applications

and libraries with potential importance in future exascale computing [73], and they

have publicly available ports to UVM-enabled multi-GPU CUDA. HPGMG-FV

has also been used as a benchmark for ranking the speeds of the top supercomput-

ers [5].

To evaluate the relative performance of HPGMG-FV runs, we quote its through-

put in degrees-of-freedom per second — the same metric used to rank supercom-

puter speeds [5]. Thus, larger numbers indicate higher performance. To evaluate

the relative performance of HYPRE runs, we measure the wall clock time taken by

each program execution.
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Figure 71: Runtime overheads for different benchmarks under CRUM.

7.1.2 Runtime Overhead

While the ability to checkpoint is important for improving the throughput of an

application on a system with frequent failures, a checkpointing system that imposes

excessive runtime overhead can render the framework ineffective, and in the worst

case, reduce the throughput. We, therefore, benchmark and analyze the sources

of runtime overhead. For these experiments, no checkpoint or restart was invoked

during the run of the application.

The results demonstrate that CRUM is able to run the CUDA application with

a worst case overhead of 12%, and a 6% overhead on average. We note that this

is a prototype implementation and a production system could incorporate many

optimizations to further reduce the overhead.

Table 71: Runtime parameters for Rodinia applications.

Application Configuration Parameter
LUD “-s 2048 -v”
Hotspot3D “512 8 1000 power_512x8 temp_512x8”
Gaussian “-s 8192”
LavaMD “-boxes1d 40”

Figure 71a shows the runtimes for four applications (LUD, Hotspot3D, Gaus-

sian, and LavaMD) from the Rodinia benchmark suite with and without CRUM.

The applications mostly use the CUDA API’s from CUDA 2.x: cudaMalloc,

cudaMemcpy, and cudaLaunch. Table 71 shows the configuration parameters
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used for the experiments. We observe that the runtime overhead varies from 1%

(for LUD) to 3% (in the case of LavaMD). The runtime overhead is dominated

by the cost of data transfers from the application process to the proxy process. In

a different experiment, using Unix domain sockets for data transfer, we observed

overheads varying from 1.5% to 16.5%. The use of CMA reduces the overhead

significantly.

Figure 71b shows the runtime results for the HPGMG-FV benchmark with in-

creasing number of nodes and MPI ranks. As noted in Section 7.1.1.3, we use the

HPGMG-FV throughput metric DOF/s as a proxy for performance. We note that

the DOF/s reported by the application running under CRUM are less than the native

numbers by 6% to 12%. We present a more in-depth analysis below.

In our experiments, we observed that a single MPI rank of the HPGMG-FV

benchmark runs about 9 million CUDA kernels during its runtime of 3 minutes.

This implies that each CUDA kernel runs for approximately 20 microseconds on

average. Note that the cost of executing a cudaLaunch call itself can be up to

5 microseconds. The program allocates many CUDA UVM regions, sets up the

data, and runs a series of kernels to operate on the data. Each MPI rank then ex-

changes the results with its neighbors. While the size of the UVM regions vary from

12 KB to 128 KB, the frequent reads and writes the application process, stresses

the CRUM framework in two dimensions: (a) frequent interrupts and data transfer;

and (b) frequent context switches and the need to synchronize with proxy process

(because of the many CUDA calls that need to be executed).

While the use of CMA (cross-memory attach) reduces the cost of data transfers,

interestingly, we observed a lot of variability in the cost of a single CMA operation

for the same data transfer size. The cost of a single page transfer varies from

1 microsecond to 1 millisecond, a difference of three orders of magnitude. We

attribute this to two sources: (a) O/S jitter; (b) the pre-fetching algorithm employed

by the UVM driver. In many cases, reading a UVM page is slowed down because

of a previous read on a large UVM region, spanning several pages, because the

driver gets busy pre-fetching the data for the large UVM region.
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To address the second source of overhead, we optimized the CRUM imple-

mentation to: (a) use a lock-free, inter-process synchronization mechanism over

shared-memory; and (b) pipeline non-blocking CUDA calls from the application.

A CUDA call, such has cudaLaunch, cudaMemsetAsync, is pipelined and the

application is allowed to move ahead in its execution, while the proxy finishes ser-

vicing the request. At a synchronization point, like cudaDeviceSynchronize,

the application must wait for a pipeline flush, i.e., for the pending requests to be

completed.

Figure 71c shows the runtimes for the HYPRE benchmark for a different num-

ber of MPI ranks running on a varying number of nodes. The benchmark observes

up to 6.6% overhead when running under CRUM compared to native execution.

The HYPRE benchmark presents different checkpointing challenges than HPGMG-

FV. While the HYPRE benchmark invokes only about 100 CUDA kernels per sec-

ond (10 milliseconds on average per kernel) during its execution, it uses many large

UVM regions (up to 900 MB). Thus, the overhead is dominated by the cost of data

transfers between the application process and the proxy.

In addition to CMA, CRUM employs a simple heuristic to help reduce the data

transfer overhead. For small shadow UVM regions, it reads in all of the data from

the real UVM pages on the proxy. However, for a read fault on a large shadow

UVM region, it starts off by only reading the data for just one page containing the

faulting address. On subsequent read faults on the same region, while in the read

phase (see Section 4.3), we exponentially increase (by powers of 2) the number of

pages read in from the real UVM region on the proxy. This heuristic relies on the

spatial and temporal locality of accesses. While there will be pathological cases

where an application does “seemingly” random reads from different UVM regions,

we have found this assumption to be valid in the two applications we tested.
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Figure 72: Checkpoint-restart times and checkpoint image sizes for different bench-
marks under CRUM.

7.1.3 Checkpointing CUDA Applications: Rodinia and MPI

Next, we evaluate the ability of CRUM to provide fault tolerance for CUDA and

CUDA UVM applications using checkpoint-restart.

Figure 72a shows the checkpoint times, restart times, and the checkpoint image

sizes for the four applications from the Rodinia benchmark suite. The checkpoint-

ing overhead is dependent on the time to transfer the data from the device memory

to the host memory, then transferring it from the proxy process to the application

process using CMA, and then finally writing to the disk. We observe that the time

to write dominates the checkpointing time.

Figure 72b shows the checkpoint times, restart times, and the checkpoint image

sizes for HPGMG. The results are shown with increasing number of MPI ranks (and

the number the nodes). We observe that as the total amount of checkpointing data

increases from 904 MB (8× 113 MB) to 3.6 GB (32× 113 MB), the checkpoint

time increases from 3 seconds to 8 seconds. We attribute the small checkpoint times

to the buffer cache on Linux. We observed that forcing the files to be synced (by

using an explicit call to fsync increased the checkpoint times by up to 3 times.

The results for HYPRE are shown in Figure 72c. The application divides a fixed

amount of data (approx. 28 GB in total) equally among its ranks. So, we observe

that the checkpoint image size reduces by almost half every time we double the

number of ranks. This helps improve the checkpoint cost especially with smaller
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process sizes, as the Linux buffer caches the writes, and the checkpoint times reduce

from 31 seconds (for 8 ranks on 1 node) to 8 seconds (for 32 ranks over 4 nodes).

7.1.4 Reducing the Checkpointing Overhead: A Synthetic

Benchmark for a Single GPU

To showcase the benefits of using CRUM to reduce checkpointing overhead for

CUDA UVM applications, we develop a CUDA UVM synthetic benchmark. The

synthetic benchmark allocates two vectors of 232 4-byte floating point numbers

(32 GB in total) and computes the dot product of the two vectors. The floating

point numbers are generated at random. Note that the total memory requirements

are double of what is available on the GPU device (16 GB). However, UVM allows

an application to use more than the available memory on the GPU device. The

host memory, in this case, acts as “swap storage” for the device and the pages are

migrated to the device or to the host on demand.

Table 72: Checkpoint times using different strategies for the synthetic benchmark.

Strategy Ckpt Time Ckpt Size Data Migration
Time

Naïve 45 s 33 GB (100% random) 4 s
Gzip 1296 s 29 GB (100% random) 4 s
Parallel gzip 86 s 29 GB (100% random) 4 s
LZ4 62 s 33 GB (100% random) 4 s
Forked Ckpting 4.1 s 32 GB (100% random) 4 s
Gzip 749 s 15 GB (50% random) 4 s
Parallel gzip 56 s 15 GB (50% random) 4 s
LZ4 45 s 17 GB (50% random) 4 s

Table 72 shows the checkpoint times for three different cases: (a) using a naïve

checkpointing approach; (b) using three different compression schemes, Gzip, Par-

allel Gzip, and LZ4, before writing to the disk; and (c) using CRUM’s forked check-

pointing approach. The first two approaches, naïve and compression, use CRUM’s

CUDA UVM checkpointing framework. The third approach adds the forked check-

pointing optimization to the base CUDA UVM checkpointing framework. The
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three compression schemes use Gzip’s lowest compression level (-1 flag). While

parallel Gzip uses the same compression algorithm as Gzip, it launches as many

threads as the number of cores on a node to compress input data.

We observe that the forked checkpointing approach outperforms the other two

approaches by up to three orders of magnitude. Since the program uses random

floating point numbers, compression is ineffective at reducing the size of the check-

pointing data (Table 72). We note that the time taken by the compression algorithm

is also correlated with the randomness of data. As an experiment, we introduced

redundancy in the two input vectors to improve the “compressibility”. Of the 232

floating point elements in a vector, only half (216) of the elements were generated

randomly and the rest were assigned the same floating point number. This im-

proves the compression time and reduces the checkpoint time to 749 seconds and

the checkpoint image size is reduced to 15 GB by using the Gzip-based strategy.

Note that parallel Gzip may not be a practical option in many HPC scenarios,

where an application often uses one MPI rank per core on a node. On the other

hand, LZ4 provides a computationally fast compression algorithm at the cost of a

lower compression ratio.

7.1.5 Reducing the Checkpoint Overhead: Real-world MPI

Applications

Finally, we present the results from using CRUM with the forked checkpointing

optimization for the real-world CUDA UVM application benchmarks. The results

reported here correspond to the largest scale of 4 CPU nodes, with 16 GPU devices,

running 8 MPI ranks per node (32 processes in total).

Table 73 shows the results for checkpointing time (and checkpoint image sizes)

normalized to the checkpointing time using the naïve checkpointing approach (as

shown in Figures 72b and 72c). The results are shown for HPGMG-FV and HYPRE.

We observe trends similar to the synthetic benchmark case. While in the naïve

checkpointing approach, the checkpointing overhead is dominated by the cost of
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Table 73: Checkpoint times using different strategies for real-world CUDA UVM
applications. The numbers reported corresponds to running 32 MPI ranks over 4
nodes. The checkpoint size reported is for each MPI rank. The checkpoint times
are normalized to the time for the naïve checkpointing approach (1x).

App. Strategy Ckpt Time Ckpt Size
HPGMG-FV Gzip 0.78x 14 MB
HPGMG-FV Parallel gzip 0.60x 14 MB
HPGMG-FV LZ4 0.30x 16 MB
HPGMG-FV Forked ckpting 0.025x 113 MB
HYPRE Gzip 2x 176 MB
HYPRE Parallel gzip 1x 176 MB
HYPRE LZ4 1x 296 MB
HYPRE Forked ckpting 0.032x 868 MB

I/O, i.e., writing the data to the disk, under forked checkpointing, the overhead is

dominated by the cost of in-memory data transfers: from the GPU to the proxy

process, and from the proxy process’s address space to the application process’s

address space. Further, the cost of quiescing the application process, quiescing the

network (for MPI), and “draining” and saving the in-flight network messages is

0.01% of the total cost.

However, unlike the synthetic benchmark, using in-memory compression to re-

duce the size of data for writing is better in this case for both HPGMG and HYPRE.

This indicates that the compression algorithm is able to efficiently reduce the size

of the data, which helps lower the I/O overhead. Note that this is still worse than

using forked checkpointing by an order of magnitude.
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7.2 MANA: Experimental Evaluation

MANA’s evaluation is driven by a prototype implementation, which was used to

run and checkpoint real-world HPC applications.

This section seeks to answer the following questions:

Q1: What is the runtime overhead of running MPI applications under MANA?

Q2: What are the checkpoint and restart overheads of transparent checkpointing of

MPI applications under MANA?

Q3: Can MANA allow transparent switching between MPI implementation across

checkpoint-restart for MPI applications for purposes of load balancing?

7.2.1 Setup

We first describe the hardware and software setup for MANA’s evaluation.

7.2.1.1 Hardware

The experiments were run on the Cori supercomputer [30] at the National En-

ergy Research Scientific Computing Center (NERSC). As of this writing, Cori is

the #12 supercomputer in the Top-500 list [140]. All experiments used the Intel

Haswell nodes (Xeon E5-2698 v3) connected via Cray’s Aries interconnect net-

work. Checkpoints were saved to the backend Lustre filesystem.

7.2.1.2 Software

Cori provides modules for two implementations of MPI: Intel MPI and Cray MPICH.

Cray compilers and Cray MPICH is the recommended way to use MPI, presumably

for reasons of performance. Cray MPICH version 3.0 was used for the experiments.

7.2.1.3 Application Benchmarks

MANA was tested with five real-world HPC applications from different computa-

tional science domains:
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1. GROMACS [13]: Versatile package for molecular dynamics, often used for

biochemical molecules.

2. CLAMR [29, 88]): Mini-application for CelL-based Adaptive Mesh Refine-

ment.

3. miniFE [62]: Proxy application for unstructured implicit finite element codes.

4. LULESH [69]: Unstructured Lagrangian Explicit Shock Hydrodynamics

5. HPCG [37] (High Performance Conjugate Gradient): Uses a variety of linear

algebra operations to match a broad set of important HPC applications, and

used for ranking HPC systems.

7.2.2 Runtime Overhead

7.2.2.1 Real-world HPC Applications

Next, we evaluate the performance of MANA for real-world HPC applications. It

will be shown that the runtime overhead is close to 0 % for miniFE and HPCG,

and as much as 2 % for the other three applications. The higher overhead has been

tracked down to an inefficiency in the Linux kernel [80] in the case of many point-

to-point MPI calls (send/receive) with messages of small size. This worst case is

analyzed further in Section 7.2.3, where tests with an optimized Linux kernel show

a worst case runtime overhead of less than 1 %. The optimized Linux kernel is

based on a patch under review for a future Linux version.

Single Node: Since the tests were performed within a larger cluster where the

network use of other jobs could create congestion, we first eliminate any network-

related overhead by running the benchmarks on a single node with multiple MPI

ranks, both under MANA and natively (without MANA). This experiment isolates

the single-node runtime overhead due to MANA by ensuring that all communica-

tion among ranks is intra-node.
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Figure 73: Single Node: Runtime overhead under MANA for different real-world
HPC benchmarks with an unpatched Linux kernel. (Higher is better.)

90

95

100

No
rm

al
ize

d
Pe
rfo

rm
an
ce

 (%
)

GROMACS miniFE HPCG CLAMR LULESH

2 4 8 16 32 64

0 2 4 8 16 32 64 2 4 8 16 32 64

 # Compute Nodes (32 ranks/node, except LULESH)

2 4 8 16 32 64 2 4 8 16 32 64
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Figure 73 shows the results for the five different real-world HPC applications

running on a single node under MANA. Each run was repeated 5 times (including

the native runs), and the figure shows the mean of the 5 runs. The worst case

overhead incurred by MANA is 2.1 % in the case of GROMACS (with 16 MPI

ranks). In most cases, the mean overhead is less than 1 %.

Multiple Nodes: Next, the scaling of MANA across the network is examined for

up to 64 compute nodes and with 32 ranks per node (except for LULESH, whose

configuration restricts the number of ranks/node based on the number of nodes).

Hence, the number of MPI ranks ranges from 64 to 2048.

Figure 74 shows the results for the five different real-world HPC applications
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running on multiple nodes under MANA. Each run was repeated 5 times, and the

mean of 5 runs is reported. We observe a trend similar to the single node case.

MANA imposes an overhead of typically less than 2 %. The highest overhead

observed is 4.5 % in the case of GROMACS (512 ranks running over 16 nodes).

However, see Section 7.2.3 where we demonstrate a reduced overhead of less than

1 % with GROMACS.

7.2.2.2 Memory Overhead

The upper half libraries were built with mpicc, and hence include additional

copies of the MPI library that are not used. However, the upper half MPI library is

never initialized, and so no network library is ever loaded into the upper half.

Since a significant portion of the lower half is comprised only of the MPI library

and its dependencies, the additional copy of the libraries (with one copy residing

in the upper half) imposes a constant memory overhead. This text segment (code

region) was 26 MB in all of our experiments on Cori with the Cray MPI library.

In addition to the code, the libraries (for example, the networking driver library)

in the lower half also allocate additional memory regions (shared memory regions,

pinned memory regions, memory-mapped driver regions). We observed that the

shared memory regions mapped by the network driver library grow in proportion

with the number of nodes (up to 64 nodes): from 2 MB (for 2 nodes) to 40 MB

for (64 nodes). We expect MANA to have a reduced checkpoint time compared

to DMTCP/InfiniBand [24], as MANA omits these regions during checkpointing,

reducing the amount of data that’s written out to the disk.

7.2.2.3 Microbenchmarks

To dig deeper into the sources for the runtime overhead, we tested MANA with

the OSU micro-benchmarks. The benchmarks stress and evaluate the bandwidth

and latency of different specific MPI subsystems. Our choice of the specific micro-

benchmarks was motivated by the MPI calls commonly used by our real-world MPI
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Figure 75: OSU Micro-benchmarks under MANA. (Results are for two MPI ranks
on a single node.)
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Figure 76: Point-to-Point Bandwidth under MANA with patched and unpatched
Linux kernel. (Higher is better.)

applications.

Figure 75 shows the results with three benchmarks from the OSU micro-benchmark

suite. These benchmarks correspond with the most frequently used MPI subsys-

tems in the set of real-world HPC applications. The benchmarks were run with 2

MPI ranks running on a single compute node.

The results show that latency does not suffer under MANA, for both point-to-

point and collective communication. (The latency curves for application running

under MANA closely follow the curves when the application is run natively.)
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7.2.3 Source of Overhead and Improved Overhead for Patched

Linux Kernel

All experiments in this section were performed on a single node of our local cluster,

where it was possible to directly install a patched Linux kernel in the bare machine.

Further investigation revealed two sources of runtime overhead. The larger

source of overhead is due to the use of the “FS” register during transfer of flow

of control between the upper and lower half and back during a call to the MPI

library in the lower half. The “FS” register of the x86-64 CPU is used by most

compilers to refer to the thread-local variables declared in the source code. The

upper and lower half programs each have their own thread-local storage region.

Hence, when switching between the upper and lower half programs, the value of

the “FS” register must be changed to point to the correct thread-local region. Most

Linux kernels today require a kernel call to invoke a privileged assembly instruction

to get or set the “FS” register. In 2011, Intel Ivy Bridge CPUs introduced a new,

unprivileged FSGSBASE assembly instruction for modifying the “FS” register, and

a patch to the Linux kernel [80] is under review to allow other Linux programs to

use this more efficient mechanism for managing the “FS” register.

A second (albeit smaller) source of overhead is the virtualization of MPI com-

municators and datatypes, and recording of metadata for MPI sends and receives.

Virtualization requires a hash table lookup and locks for thread safety.

The first and larger source of overhead is then eliminated by using the patched

Linux kernel, as discussed above. Point-to-point bandwidth benchmarks were run

both with and without the patched Linux kernel (Figure 76). A degradation in

runtime performance is seen for MANA for small message sizes (less than 1 MB) in

the case of a native kernel. However, the figure shows that the patched kernel yields

much reduced runtime overhead for MANA. Note that the Linux kernel community

is actively reviewing this patch (currently in its third version), and it is likely to be

incorporated in future Linux releases.

Finally, we return to GROMACS, since it exhibited a higher runtime overhead
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Figure 77: Checkpointing overhead and checkpoint image sizes under MANA for
different real-world HPC benchmarks running on multiple nodes. In all cases,
except LULESH, 32 MPI ranks were executed on each compute node. For LULESH,
the total number of ranks was either 64 (for 2, 4, and 8 nodes), or 512 (for 16, 32,
and 64 nodes). Hence, the maximum number of ranks (for 64 nodes) was 2048.
The numbers above the bars (in parentheses) indicate the checkpoint image size for
each MPI rank.

(e.g., 2.1 % in the case of 16 ranks) in many cases. We did a similar experiment,

running GROMACS with 16 MPI ranks on a single node with the patched kernel.

With the patched kernel, the performance degradation was reduced to less than 1 %.

7.2.4 Checkpoint-restart Overhead

Next, we evaluate MANA’s ability to transparently checkpoint-restart different

real-world HPC applications.

Figure 77 shows the checkpointing overhead for the five different real-world

HPC applications running on multiple nodes under MANA. Each run was repeated

5 times, and the mean of five runs is reported. For each run, we use the fsync

system call to ensure the data is flushed to the Lustre backend storage.

The total checkpointing data written at each checkpoint varies from 5.9 GB (in

the case of 64 ranks of GROMACS running over 2 nodes) to 4 TB (in the case of
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Figure 78: Restart overhead under MANA for different real-world HPC bench-
marks running on multiple nodes. In all cases, except LULESH, 32 MPI ranks
were executed on each compute node. Ranks/node is as in Figure 77.

2048 ranks of HPCG running over 64 nodes). Note that the checkpointing over-

head is proportional to the total amount of memory used by the benchmark. This

is also reflected in the size of the checkpoint image per MPI rank. While Fig-

ure 77 reports the overall checkpoint time, note that there is significant variation in

the write times for each MPI rank during a given run. (The time for one rank to

write its checkpoint data can be up to 4 times more than that for 90 % of the other

ranks.) This phenomenon of stragglers during a parallel write has also been noted

by other researchers [8, 145]. Thus, the overall checkpoint time is bottlenecked by

the checkpoint time of the slowest rank.

Our next set of questions were: what are the sources of the checkpointing over-

head? Does the draining of MPI messages and the two-phase algorithm impose a

significant overhead at checkpoint time?

Figure 79 shows the contribution of different components to the checkpointing

overhead for the case of 64 nodes for the five different benchmarks. In all the cases,

the time to execute the two-phase algorithm (see Section 5.2.5) to ensure that the

checkpointing does not occur in the middle of an MPI collective calls was less than

1.6 s.
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Figure 79: Contribution of different factors to the checkpointing overhead under
MANA for different real-world HPC benchmarks running on 64 nodes. Ranks/node
is as in Figure 77. The “drain time” is the delay in starting a checkpoint while MPI
message in transit are completed. The communication overhead is the time required
in the protocol for network communication between the checkpoint coordinator and
each rank.

In all the cases, the time to drain in-flight MPI messages was less than 0.7 s.

The total checkpoint time was dominated by the time to write to the storage system.

The next big source of checkpointing overhead was the communication overhead.

The current implementation of the checkpointing protocol in DMTCP uses TCP/IP

sockets for communication between the MPI ranks and the centralized DMTCP

coordinator. The communication overhead associated with the TCP layer is found

to increase with the number of ranks, especially due to metadata in the case of

small messages that are exchanged between the MPI ranks and the coordinator

during checkpoint.

Finally, Figure 78 shows the restart overhead under MANA for the different

MPI benchmarks. The restart time varies from less than 10 s to 68 s (for 2048 ranks

of HPCG running over 64 nodes). The restart times increase in proportion to the

total amount of checkpointing data that is read from the storage. In all the cases,

the restart overhead is dominated by the time to read the data from the disk. The

time to recreate the MPI opaque identifiers (see Section 5.2.2) is less than 10 % of

the total restart time.
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7.2.5 Transparent Switching of MPI libraries across

Checkpoint-restart

This section demonstrates that MANA can transparently switch between different

MPI implementations across checkpoint-restart. This is useful for debugging pro-

grams (even the MPI library) as it allows a program to switch from a production

version of an MPI library to a debug version of the MPI library.

The GROMACS application is launched using the production version of CRAY MPI,

and a checkpoint is taken 55 s into the run. The computation is then restarted on top

of a custom-compiled debug version of MPICH (for MPICH version 3.3). MPICH

was chosen because it is a reference implementation whose simplicity makes it easy

to instrument for debugging.

7.2.6 Transparent Migration across Clusters

Next, we consider cross-cluster migration for purposes of wide-area load balanc-

ing either among clusters at a single HPC site or even among multiple HPC sites.

This is rarely done today, since both current vehicles for transparent checkpoint (a

checkpoint-restart service for a particular MPI implementation or DMTCP/Infini-

Band) save the MPI library within the checkpoint image and continue to use that

same MPI library on the remote cluster after migration. At each site and for each

cluster, administrators will typically configure and tune a locally recommended
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MPI implementation for performance. Migrating an MPI application along with its

underlying MPI library eliminates the benefits of this local performance tuning.

This experiment showcases the benefits of MPI-agnostic, network-agnostic sup-

port for transparent checkpointing. GROMACS is run under MANA, initially

running on Cori with a statically linked Cray MPI library running over the Cray

Aries network. GROMACS on Cori is configured to run with 8 ranks over 4 nodes

(2 ranks per node). Each GROMACS rank is single-threaded. A checkpoint was

then taken exactly half way into the run. The checkpoints were then copied (mi-

grated) to a local cluster that uses Open MPI over the InfiniBand network.

The restarted GROMACS under MANA was compared with three other config-

urations: GROMACS using the local Open MPI, configured to use the local Infini-

Band network (8 ranks over 2 nodes); GROMACS/MPICH, configured to use TCP

(8 ranks over 2 nodes); and GROMACS/MPICH, running on a single node (8 ranks

over 1 node). The network-agnostic nature of MANA allowed the Cori version of

GROMACS to be restarted on the local cluster with any of three network options.

We wished to isolate the effects due to MANA from the effects due to different

compilers on Cori and the local cluster. In order to accomplish this, the native

GROMACS on the local cluster was compiled specially. The Cray compiler of

Cori (using Intel’s C compiler) was used to generate object files (.o files) on Cori.

Those object files were copied to the local cluster. The native GROMACS was then

built using the local mpicc, but with the (.o files) as input instead of the (.c files).

The local mpicc linked these files with the local MPI implementation, and the

native application was then launched in the traditional way.

Figure 710 shows that GROMACS’s performance degrades by less than 1.8%

post restart on the local cluster for the three different restart configurations (com-

pared to the corresponding native runs). Also, note that the performance of GRO-

MACS under MANA post restart closely tracks the performance of the native con-

figuration.
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7.3 Shiraz: Evaluation

This section presents the evaluation results for Shiraz. In particular, this section

answers the following questions:

Q1. Does an optimal switching point between two applications with different

checkpointing overheads exist?

Q2. Can Shiraz determine optimal switching point accurately and improve the

overall system throughput?

Q3. Is Shiraz effective with real-world applications and produce significant energy

savings?

Q4. Can Shiraz+ reduce the data movement caused by checkpointing under dif-

ferent scenarios? If so, what is the impact on system throughput and application

performance?

Q5. Are Shiraz and Shiraz+ effective in improving throughput and reducing I/O

overhead for representative applications on a real-system?

Optimal Switching Point: First, we show that an optimal switching point ex-

ists, given two applications with different checkpointing overhead, such that the

overall useful work is increased without degrading the performance of individual

applications. To demonstrate this, we use Figure 711 as an example. Figure 711

illustrates that Shiraz finds an optimal point (i.e., k = 26) and Shiraz improves the

overall useful work by 33 hours at this optimal point for the two given applications
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Table 74: Shiraz model predicts the optimal switching point correctly across sce-
narios.

System δ -factor Model Optimal Sim Optimal
Type Switch Point Switch Point
Exascale 5× 6 6
Exascale 25× 13 13
Exascale 100× 26 26
Exascale 1000× 81 79
Petascale 5× 12 11
Petascale 25× 26 24
Petascale 100× 51 51
Petascale 1000× 161 161

with a checkpointing overhead ratio (δ -factor) of 100×. The total runtime is 1000

hours and the MTBF is 5 hours. We use 20 hours and 5 hours MTBF to represent

the failure rate of a petascale and exascale systems, respectively [25, 84]. Note that

these failure rates are conservative estimates.

For a deeper analysis, Figure 711 also shows region of interest where none of

the two applications is being hurt and there is an opportunity for improving the

overall system throughput. Simulation results (which can take more than a few

hours in some cases) confirm the same optimal point as the model predicts (which

takes a few seconds). In fact, Table 74 shows that Shiraz model estimates the same

optimal switching point as the simulation across different scenarios — the maxi-

mum difference in the estimations is 2, which results in a difference of less than

0.5% in the throughput improvement. The δ -factor is the ratio of checkpointing

overheads of the heavy-weight and the light-weight applications (the heavy-weight

application’s checkpoint takes 30 mins).

In summary, Shiraz model can successfully identify regions of benefit and de-

termine the optimal switching point much more quickly than extensive simulation

based method. The next question to investigate is: how does the improvement vary

across scenario and the reasons behind that?

Impact of Shiraz on system throughput and individual application perfor-
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mance: Next, we demonstrate that Shiraz improves overall system throughput

without hurting individual applications’ performance for different situations. Fig-

ure 712 shows that Shiraz’s optimal switching point improves system throughput

(overall useful work done per unit time) (a) as the scale of the system changes

(MTBF changes), and (b) as the checkpointing overhead ratio between the heavy-

weight and light-weight application changes (δ -factor changes). From Figure 712,

we make following observations:

(1) Shiraz improves the system throughput in all cases and does not penalize

individual applications. In fact, Shiraz improves the performance of individual ap-

plications in all cases. In the exascale case, both light-weight and heavy-weight

applications on an average observe approximately 14 hours of individual perfor-

mance improvement on average, leading to an overall average improvement of 28

hours. Therefore, Shiraz improves both system throughput and individual perfor-

mance (latency).

(2) Shiraz’s overall improvement in useful work increases as the δ -factor in-

creases. This is expected since a high δ -factor provides more potential for Shiraz

to eliminate lost work. Interestingly, the overall improvement in useful work in-

creases as the MTBF decreases. For example, the overall improvement in useful

work increases from 19 hours to 33 hours as the system changes from petascale

to exascale when the δ -factor is fixed at 100. Essentially, Shiraz minimizes the

lost work due to failures and this opportunity is higher with a low MTBF. This

demonstrates that Shiraz will continue to be effective on future systems.

(3) Shiraz’s optimal switching point also increases as the checkpointing over-

head ratio between the heavy-weight and light-weight application (δ -factor) in-

creases. For example, Figure 712 shows that the switching point increases from

6 to 83 when δ -factor increases from 5 to 1000. This is because the light-weight

application is able to perform more checkpoints in the same time period.

Shiraz’s optimal switching point also increases with MTBF for a fixed δ -factor

factor. For example, Figure 712 shows that that the switching point increases from

6 to 12 when system changes from exascale to petascale. This is because between



CHAPTER 7. EVALUATION 103

0.0 0.2 0.4 0.6 0.8 1.0
Switching Point

0.0

0.2

0.4

0.6

0.8

1.0

U
se

fu
  

W
o

rk
 (

h
o

u
rs

)

 MTBF: 5 hrs; δ−factor: 5

(50

0

50

100
Tota 

0 5 10 15 20 25 30
(400

(200

0

200

400
LW HW

0.0 0.2 0.4 0.6 0.8 1.0
Switching Point

0.0

0.2

0.4

0.6

0.8

1.0

U
se

fu
  

W
o

rk
 (

h
o

u
rs

)

 MTBF: 5 hrs; δ−factor: 25

(80

0

80 Tota 

0 5 10 15 20 25 30
(400

(200

0

200

400
LW HW

0.0 0.2 0.4 0.6 0.8 1.0
Switching Point

0.0

0.2

0.4

0.6

0.8

1.0

U
se

fu
  

W
o

rk
 (

h
o

u
rs

)

 MTBF: 5 hrs; δ−factor: 100

(150

(100

(50

0

50
Tota 

0 5 10 15 20 25 30
(500

(250

0

250

500
LW HW

0.0 0.2 0.4 0.6 0.8 1.0
Switching Poi t

0.0

0.2

0.4

0.6

0.8

1.0

U
se
fu
l 
W
o
rk
 (
h
o
u
rs
)

 MTBF: 5 hrs; δ−factor: 1000

−200

−100

0

100
Total

0 20 40 60 80 100
−500

−250

0

250

500
LW HW

0.0 0.2 0.4 0.6 0.8 1.0
Switching Point

0.0

0.2

0.4

0.6

0.8

1.0

U
se

fu
  

W
o

rk
 (

h
o

u
rs

)

 MTBF: 20 hrs; δ−factor: 5

(40

(20

0

20

40
Tota 

0 5 10 15 20 25 30
(400

(200

0

200

400
LW HW

0.0 0.2 0.4 0.6 0.8 1.0
Switching Point

0.0

0.2

0.4

0.6

0.8

1.0

U
se

fu
  

W
o

rk
 (

h
o

u
rs

)

 MTBF: 20 hrs; δ−factor: 25

(60

(30

0

30
Tota 

0 5 10 15 20 25 30
(500

(250

0

250

500
LW HW

0.0 0.2 0.4 0.6 0.8 1.0
Switching Point

0.0

0.2

0.4

0.6

0.8

1.0

U
se

fu
  

W
o

rk
 (

h
o

u
rs

)

 MTBF: 20 hrs; δ−factor: 100

(80

(40

0

40
Tota 

0 10 20 30 40 50 60
(500

(250

0

250

500
LW HW

0.0 0.2 0.4 0.6 0.8 1.0
Switching Poi t

0.0

0.2

0.4

0.6

0.8

1.0

U
se
fu
l 
W
o
rk
 (
h
o
u
rs
)

 MTBF: 20 hrs; δ−factor: 1000

−80

−40

0

40
Total

0 20 40 60 80 100120140160180
−500

−250

0

250

500
LW HW

Figure 712: Shiraz provides improvements across different scenarios. For all the
cases, the total runtime is 1000 hours, and the checkpoint duration (δ ) of the heavy-
weight
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Figure 713: Shiraz improves throughput across system scale with heavyweight ap-
plication checkpoint duration (δ ) of 0.25 hours.

two failure points, the hazard rate drops less quickly with a higher MTBF and

hence, it is beneficial to run the light-weight application for a longer time.

Finally, we note that Shiraz delivers improvement in overall useful work as

the checkpointing overhead of the heavy-weight application varies. We reduce the

checkpointing overhead of the heavy-weight application from 0.5 hours to 0.25

hours. Figure 713 shows that the total throughput improvement is 21.8 hours with

5 hours MTBF system and 12.9 hours with 20 hours MTBF system.

Interestingly, our analysis reveals that the optimal switching point is not nec-

essarily half of the MTBF value. As an example, the optimal switch point is 6

when the δ -factor is 5× and the MTBF is 5 hours (Figure 712). This implies that

the switch happens at 6.6 hours, which is higher than the MTBF. Similarly, for

the 20 hours MTBF case, the switching happens after 25.2 hours. As discussed in

Section 6.2, since the light-weight application observes effectively higher MTBF,

it needs to run for a longer duration in the beginning to gain improvement in the

overall useful work. A naïve strategy to switch applications at half of the MTBF or

slightly a higher value will lead to a significant decrease in the overall useful work.

This demonstrates the need and efficacy of Shiraz.

Analysis of impact of Shiraz+ on checkpointing overhead: Next, we evalu-
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Figure 714: Impact of Shiraz+ on checkpointing overhead and useful work: check-
pointing interval is increased by different factors (2× - 4×) under varying system
scale and checkpoint overhead ratios. The checkpoint duration of the heavy weight
application is set to be 30 minutes. The baseline refers to switching between appli-
cations at every failure.

ate and analyze the effect of Shiraz+ on the overall checkpointing overhead and

throughput. Recall that Shiraz+ increases the checkpointing interval of the heavy-

weight application (Section 6.2). Thus, it is intuitive that it will reduce the check-

pointing overhead. However, this may also result in a loss of throughput, since the

heavy-weight application is no longer operating at its OCI.

Figure 714 shows that when Shiraz+ is applied on top of Shiraz, it signifi-

cantly reduces the overall checkpointing overhead across different scenarios. Note

that Shiraz+ operates at the optimal switching point determined by Shiraz. From

Figure 714, we make several observations. First, as the checkpointing interval

is stretched from 2× to 4× for the heavy-weight application, the checkpointing

overhead reduces drastically. This observation is true across changes in different
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parameters: system MTBF, application checkpointing overhead, and δ -factor. The

average reduction in checkpointing overhead is approximately 40%. When the

OCI-stretch factor is 4×, the checkpointing overhead reduces by more than 60% in

many cases.

Second, interestingly, while the checkpointing overhead drops significantly, the

corresponding performance degradation is minimal. In fact, using a 2× OCI-

stretch always keeps a part of the performance improvement obtained by Shiraz;

in some cases, the throughput improvement remains up to 5.6% (with no perfor-

mance degradation for any application). Even with 3× and 4× OCI-stretch factors,

the maximum performance degradation across petascale and exascale systems is

less than 1.4% and 4.8%, respectively. The underlying insight is that Shiraz sched-

ules the heavy-weight application in a lower failure rate region (i.e., effective higher

MTBF) and hence, the effective OCI also increases. We note that Shiraz+ also has

the opportunity to use the performance improvement provided by Shiraz and hence,

sees no performance degradation in the 2× OCI-stretch case.

In this work, we do not explicitly determine the optimal OCI-stretch factor

for different situations, since application programmers and system resource man-

agers are likely to increase the checkpointing interval by an integer factor. Due

to practical constraints, many applications do not adopt techniques that alter the

checkpointing interval dynamically. In other words, Shiraz+ has chosen to value

practical feasibility over theoretical optimum point — which will be an interesting

avenue for future work.

Shiraz in multi-application environment and energy savings: Shiraz can deter-

mine the optimal switching point between two given applications and improve the

overall system throughput. The next question is: can Shiraz scale and be effective

in the presence of multiple applications? Fortunately, it turns out that Shiraz can

be naturally scaled to the multiple applications scenario. It can be achieved in mul-

tiple possible ways. One easy way to achieve this is to make pairs of applications

with different checkpointing overheads and run one such pair between two failures
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Figure 715: Shiraz provides improvement in real-world multi-application mix se-
lected from Table 21 and simulated for year-long time period (left). The horizontal
lines denotes the average improvement in useful work per application. Shiraz+
decreases checkpointing overhead significantly for the same mix of applications
(right).

using Shiraz, and switching to a different pair after every failure. Optimal strategy

to make such pairs is to combine the application with the highest checkpointing

overhead with the application with the lowest checkpointing overhead, until we ex-

haust the available applications. The theoretical proof is not provided for brevity;

the intuition behind such a strategy is simple: it maximizes the average of the ratios

of checkpointing overheads. We also experimented with another strategy: mak-

ing random pairs. We found that while it may not deliver the maximum possible

improvement, it is relatively easier to implement.

To evaluate Shiraz in a multi-application environment, we experimented with

the latter strategy using 10 applications and noted the corresponding throughput

gains. The application list is composed from the real-world application character-

istics from Table 21. We used the Shiraz model to obtain the optimal switch point

for the different application pairs, and simulated the scenario where these applica-

tions ran for one calendar year (8,700 hours).

Figure 715 (left) shows the overall system throughput improvement and impact

on individual job performance for all the 10 applications. We make a few interest-

ing observations. First, no application suffers a performance degradation, and the

average throughput improvement is 15 hours. Second, Shiraz improves the total
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useful work by approx. 91 hours and 157 hours for the petascale and the exascale

systems, respectively.

Our results demonstrate that Shiraz+ is also effective in the multi-application

scenario. Figure 715 (right) shows that Shiraz+ (with 3× OCI stretch factor) de-

creases the checkpointing overhead by up to 52%, without incurring any loss in the

overall system throughput for both exascale and petascale systems. When the OCI

stretch factor is increased to 4×, only then the system incurs degradation (less than

1%) the total useful work, while the checkpointing overhead decreases by up to

60%.

To show the results in a conservative scenario, we conduct an experiment with

40 jobs, with 5 heavy-weight applications, and the rest 35 light-weight applications.

The 35 light-weight applications are selected at random from the three least heavy

applications from Table 21. Shiraz improves the total useful work done 57 hours

and 89 hours for the petascale and the exascale systems, respectively.

Finally, we evaluate the potential energy savings enabled by Shiraz for the ex-

ascale (5 hours MTBF) and the petascale systems (20 hours MTBF). Since Shiraz

increases the useful work done per unit time at the whole system level, it effectively

saves energy that would have been spent on lost work (due to failures). In order

to simplify the evaluation and interpretation, we estimate the yearly energy sav-

ings. Taking a conservative electricity rate of $0.1 per kW-Hour [1], the energy and

monetary savings on the exascale (5 hours MTBF and 20MW power consumption)

system would translate to 1.78 MW-Hour and $178,000 per year, respectively. For

the petascale (20 hours MTBF and 10MW power consumption) system, the energy

and monetary savings would translate to 0.57 MW-Hour and $57,000 per year.

These savings could be invested towards faster storage systems and more com-

puting power in the future — which would further increase the profits due to faster

completion times. For the petascale system, the cost savings due to energy ex-

penditure cuts enabled by Shiraz translate to $285,000 over 5 years (anticipated

lifetime of a system). At 0.2 GB/USD for SSD-based burst buffers [3, 4] (the total

cost of infrastructure pessimistically assumed to be 3× of the hardware cost due to
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Figure 716: Prototype of Shiraz and Shiraz+.

packaging, assembly, firmware and integration cost), the monetary savings could

pay for 5.7% of the cost of the burst buffers (0.285M USD out of 5M USD) for the

petascale system, with 1 PB of storage. For the exascale system, the cost savings

enabled by Shiraz would amount to $890,000 over 5 years. We note that this anal-

ysis is on the conservative side, as it does not include the energy cost reduction due

to the reduction in data movement enabled by Shiraz+.

We note that in a multi-application environment, Shiraz can produce different

individual performance improvements for the same application depending upon on

the pairing and application-mix since the runtime improvement provided by Shiraz

depends on the δ -factor. This can possibly lead to small amount of unpredictability

in the runtime, although Shiraz will improve the individual runtime in all such

cases. Improving predictability in a dynamic application-mix will be a worthy goal

for future works.

In summary, our results show that Shiraz leads to significant energy and mon-

etary saving for real-world applications that can act as positive feedback loop and

result in compounded returns over years.

Prototype implementation and evaluation of Shiraz and Shiraz+ using system-

level checkpointing: We developed a prototype of Shiraz and Shiraz+ to evalu-



CHAPTER 7. EVALUATION 110

ate its effectiveness on real-world applications. We developed a scheduler plug-in

that implements the core scheduling algorithm of Shiraz and Shiraz+. It maintains

records of the checkpointing overhead for different applications, temporal charac-

teristics of system failures, and takes checkpoints using a system-level checkpoint-

ing package, and schedules applications based on the Shiraz model. To demon-

strate the effectiveness, we evaluated the prototype using two real-world HPC ap-

plications: Co-Design Molecular Dynamics Proxy (CoMD) [85] and Finite Ele-

ment Solver (miniFE) [62]. CoMD represents a variety of scientific applications

including SPaSM, and miniFE is an approximation of unstructured finite element

and finite volume codes including HPCCG and pHPCCG. We used DMTCP [7], a

system-level checkpointing library, to perform checkpoints, and the optimal switch

point was decided based on the checkpointing overhead obtained experimentally.

We note that our plugin is not tied to a particular implementation of checkpointing

library and can be ported across systems and resource managers (e.g., SLURM)

(schematic shown in Figure 716). The ratio of the checkpointing overhead of

miniFE (heavyweight application) to that of CoMD (lightweight application) is

30x, as experimentally measured using DMTCP.

Statistically sound evaluation of such a prototype implementation is challenging

since it requires dedicated time (in order of months) on a large-scale supercomputer.

To address this challenge, we emulated the setting by feeding a failure trace with the

same characteristics as large-scale supercomputers (discussed in Section 2.5) but at

a higher frequency. We also scaled down the program input size to ensure that the

runs completed on a local cluster within a month. We performed an effectively

200-hour long run by scaling the failure-frequency and program size, and did this

run 30 times for each point, to obtaining stable results. We injected errors in the

local cluster that crash the application and used checkpoints to recover from errors

without any human intervention during the experiments. At the end of run, we

collected runtime statistics (useful work, checkpoint overhead, and lost work) to

compare Shiraz with the baseline.

We found that Shiraz results in 10.2% more useful work system-wide using
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Figure 717: Impact of Shiraz+ on CoMD and miniFE application performance and
checkpointing overhead.

CoMD and miniFE application, compared to the baseline case, where applications

are switched at every failure. Since these experiments take prohibitively long, we

did not explore the optimal switching point using experiments. Instead, we used

the Shiraz model to obtain optimal point offline and results show improvements.

We also evaluated Shiraz+ using this prototype. Figure 717 shows that Shiraz+

reduces the checkpointing overhead significantly with minimal or no performance

degradation. For example, the overall checkpointing overhead is reduced by ap-

proximately 35.8% when using a 2× OCI-stretch factor, while still maintaining the

overall improvement in useful work at approximately 7%. When Shiraz+ applies

3× and 4× OCI-stretch, the overall checkpointing overhead is reduced by 69.6%

and 77.6%, respectively, while the performance degradation is under 3%. Overall,

the evaluation shows that when operating at the optimal switching point obtained

by Shiraz model, Shiraz+ is effective in reducing the data movement caused by

checkpointing and still retains some of the performance benefits provided by Shi-

raz.
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Impact of this Thesis for the Future

In this chapter, we discuss some of the future research work that can be pursued

based on this dissertation.

8.1 Debugging of Distributed Processes

While the methodology described in Chapter 3 is based on loading two programs in

one process’s address space, the split-process approach can be generalized to any

number of programs. The only constraint is the available virtual address space.

This can open up new ways of tracing and debugging distributed programs

when combined with checkpoint-restart. A distributed application running at full,

production scale could be checkpointed, migrated to a single computer, and restarted

as a single-process, multi-threaded program. The restart process would restore the

separate programs in different memory sections and start a single thread (or multi-

ple threads) corresponding to the memory sections. An additional section with an

ephemeral communication library could be used to simulate the network.

8.2 Dynamic Load Balancing for MPI

The split-process approach of MANA also opens up some important new features

in managing long-running MPI applications. An immediately obvious feature is the

112
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possibility of switching in the middle of a long run to a customized MPI implemen-

tation. Hence, one can dynamically substitute a customized MPI for performance

analysis (e.g., using PMPI for profiling or tracing; or using a specially compiled

“debug” version of MPI to help developers understand an unusual bug in the MPI

library that occurs only in the middle of a long run).

MANA also helps support many tools and proposals for optimizing MPI appli-

cations. For example, a trace analyzer is sometimes used to discover communica-

tion hotspots and opportunities for better load balancing. Such results are then fed

back by re-configuring the binding of MPI ranks to specific hosts in order to better

fit the underlying interconnect topology.

Currently, such bindings of MPI ranks are chosen statically and used for the

life of the MPI application run. But MANA allows one to dynamically re-bind

MPI ranks in the middle of a long run to create new configurations of rank-to-host

bindings (new topology mappings). This is useful either when the MPI application

enters a new phase for which a different rank-to-host binding is optimal, or else

when other codes that run on the same cluster begin to create contention or inter-

ference through communication hotspots. This will enable researchers to leverage

tools [19, 102] for online dynamic monitoring and dynamic performance engineer-

ing by creating new topology mappings for rank-to-host bindings.

For dynamic performance engineering, MANA can also co-locate arbitrary MPI

ranks onto the same host, where they will benefit from MPI library optimizations

such as shared memory for improved communication. Under older approaches

to transparent checkpoint-restart, this was impossible, since the older approaches

were saving all of process memory, including the shared memory regions created

by the MPI library.

MANA can enable new approaches to dynamically load balance by checkpoint-

ing on one cluster and restarting on a different cluster. This added flexibility allows

system managers to burst current long-running applications into the Cloud during

periods of heavy usage. At the same time, the restarted application benefits from

the locally configured MPI on the new cluster, which has been optimized for that
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cluster’s topology (e.g., through topology mappings).

Finally, MANA can enable a new class of very long-running MPI applications

— ones which may outlive the lifespan of the original MPI Implementation, cluster,

or even the network interconnect. Such temporally complex computations might be

discarded as infeasible today without the ability to migrate MPI implementations

or clusters.

8.3 Transparent Checkpointing for Large-scale

HPC

Traditionally, the checkpointing decisions (such as the checkpointing interval) have

been made in isolation by individual applications. Previous studies have demon-

strated different methodologies for making these decisions in an optimal way.

Shiraz presents the first solution that uses the variations in application check-

pointing characteristics for improving large-scale system throughput. An individual

application’s checkpointing interval is not changed and is kept constant. However,

this can result in unpredictable performance for an individual application, since its

performance relies on the optimal switching point, which, in turn, depends on the

other application it gets paired with.

A future possibility would be design a solution where the HPC job sched-

uler can make checkpointing interval decisions for individual applications by using

the global knowledge of the system (e.g., system MTBF) while guaranteeing pre-

dictable performance. This could be enabled, for example, by fixing the run time

for each application and running the application during that time with an updated

checkpointing interval. The checkpointing interval could be transparently updated

to a constant value that depends on the global system state (failure distribution,

contention scenarios, and so on).
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Conclusion

Transparent checkpointing is a critical fault-tolerance technology for large-scale

HPC. Previous work in this domain has failed to address some of the key chal-

lenges for enabling transparent checkpointing for modern HPC applications, which

no longer run in an isolated environment. They often rely on modern subsystem

such as shared-memory, device drivers for hardware accelerators, and a variety

of high-throughput, low-latency networks. HPC applications also run in a highly

shared environment, and thus, require efficient scheduling schemes to manage sys-

tem throughput.

This dissertation demonstrates a general framework for transparent checkpoint-

ing using split processes. This framework provides isolation between the applica-

tion process and the external resource. This simplifies the problem of checkpointing

to the extent that previously available single-process checkpointing solutions can

be used for checkpointing modern HPC applications.

This approach was successfully applied to two different HPC domains: for

checkpointing modern CUDA-based HPC applications; and for checkpointing MPI-

based applications.

The solution for checkpointing CUDA supports modern CUDA with unified

virtual address space. This is a critical technology for the exascale, as it relieves

the programmer from the burden of explicitly managing memory on the host CPU

and the GPU device.
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The solution for checkpointing MPI provides an MPI-agnostic and network-

agnostic checkpointing solution. The agnostic properties were shown to enable

migration across HPC clusters, moving between different MPI implementations,

and networking topology and technologies. This can enable flexible dynamic load

balancing in the future.

Finally, a solution for improving throughput for large-scale HPC was also pre-

sented. The solution exploits the variation in checkpointing overheads of appli-

cations running in an HPC center and the failure recurrence behavior in the HPC

center for improving the system throughput. The solution schedules applications

based on their checkpointing overheads at different time zones of varying failure

rate to improve system throughput. A variation of the solution is shown to reduce

the checkpointing overhead, without sacrificing on the individual application per-

formance.
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